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ABSTRACT

Since automatic speechrecognitionis error proneit is
highly desirableto obtaininformationon the reliability of
arecognitionresult. For mary applicationst is interesting
to know how well a sequencef wordsratherthana single
word wasunderstoodfor examplea creditcardnumberor
aphrasespecifyingatime or location.

In this paperwe presentifferentapproacheso confi-
dencemeasuregor phrasesin afirst stepwe demonstrate
that combiningmultiple confidencdeatureson word level
givesa confidencemeasuresuperiorto all singlefeatures.
We thencomparedifferentmethodsto combinethe confi-
dencevaluesfor thewordsin a phraseto a compoundcon-
fidencemeasur®nphrasdevel. As analternatve approach
we investigatean N-bestlist basedconfidenceneasurghat
canbedirectly appliedto phrases.

Finally, experimentaldatagivesevidencethat combin-
ing the differentapproachegivessignificantlyhigherper
formancethaneachapproachakensingularly

1. INTRODUCTION

Phrasesare of interestin automaticspeechrecognitionin
variousscenariosFor example,spokendigits canbe com-
poundednto phrasesaswell asregular expressionsn di-
alogueturns such as the departuretime informationin a
timetable request: “tomorrow morning”, “betweenthree
and five p.m!. Typically, suchphrasesare conceptsde-
finedin acontet freegrammar They areof variablelength
andcancontainwordsfrom alarge vocahulary undergiven
(grammaticallanguagemodel)restrictions.

Why would one apply confidencemeasuresin the
contt of phrases? Confidencemeasureswill be used
to specify a point of operationin the recever-operating-
characteristic§ROC). For example, an acceptedevel of
phraserecognitionerrorscanbe pre-specifiedandthe cor-
respondingejectionthresholdof theconfidenceneasurés
thenchoseraccordingly In this senseconfidenceneasures
allow anapplication-specifituningof accurag androbust-
ness.

The standardconfidencemeasureswvailable to us are
computedon theword level. Many of themdependon sin-
gularwordsonly andcanbe computedduring recognition.
Others (e.g. the “word-graph” measure)are a-posteriori
measuresvhich canonly be computedafter the full utter
ancehasbeenrecognized.

In this paperwe presentmethodswhich judgethe re-
liability of a phraseby processingvord-basedconfidence
measures. We complementthe word-basedapproachby
an N-bestlist basedmethodthat can be directly applied
to phrasesaandfinally combinethe two approacheito a
uniqueconfidencemeasure.

2. COMBINATION OF CONFIDENCE FEATURES
ON WORD LEVEL

GiventhesetX of “raw” confidencdeatureonwordlevel,
can we definea classifierfor utteranceverification f(X)
andathresholdr suchthattherecognizedvordwill beclas-
sified asunreliable(rejection)if f(X) < 7 andasreliable
(acceptancedtherwise?

We subject f() to a numberof restrictionsto facil-
itate this task. Since we want to find the form of f()
from training datawith known classificationwe choosea
parametrizationfs () with parameterd. The form of the
parametrizatiormust be as simple as possibleto remain
easily adaptableyet cover the compleity of the problem
sufficiently. It shavs both from theoreticalconsiderations
and experiments(see[6]) that a linear parametrizations
suficient, thus f(X) = J - X. The weightscomprisedn
the vectord mustbe found from the training datathrough
minimization of a suitablecostfunction. An obvious ap-
proach,chosenfor examplein [2] or [5], is to applylinear
discriminantanalysis. We found that a two-stepoptimiza-
tion is favourable:theweightsarefirst adaptedo minimize
the cross-entopy, andtheseweightsarethenfine-tunedto
minimizethe GardnerDerridacostfunctionmeasuringhe
numberof incorrectly classifieddata. For detailssee[6].
The thresholdr is optimizedtogetherwith the weightsin
afully automatedefficient proceduresupplyingus with a
goodcombinedconfidencameasurenword level.



3. COMPOUND CONFIDENCE MEASURES

How dowe now treatphrase®f variablelength?In caseof
simpleconcatenationf words,avaryinglengthof theinput
vectorX to f() mustbehandled.This would not be possi-
blein adirectwaybute.g.by meanf recurrenprocedures
wherethe individual words are subsequentlypresentedo
£0.

This approachis disfavourablefor computationalas
well astheoreticalreasons.The latter are: the probability
of observinga chainof wordsis, strictly undertheassump-
tion of stochastiégndependence productof theindividual
obsenation probabilities. If we treat f() asa probability;
we mustachieve promisingresultsby postprocessinthein-
dividual word’s combinedconfidencemeasurento a com-
poundconfidencaeneasue for thefull phrase.

We can arrive at a compoundconfidencemeasureby
postprocessinthe word level or by goinginto subword or
otherlevels ([3]). We will not follow the latter approach
here.

The assumptiorof stochasticindependencef course
not being strictly valid, we canoperatea numberof other
postprocessings.The geometricand arithmetic meansof
the individual word’s combinedconfidencemeasuresare
promisingas well asthe minimum combinedconfidence
measure.The latter is motivatedby the triggeringof mis-
recognitionsn the neighbourhooaf awrongly recognized
word. As acompromisdetweertakingthearithmeticmean
andthe minimumwe alsolookedat the averageof thecon-
fidencevaluesbelov somethreshold.

4. N-BEST LIST BASED METHOD

An alternatve to the methodsbasedon the acousticconfi-
dencemeasuress the N-bestlist basedmethodintroduced
by B. Rueberin [4]. Givenan N-bestlist of sentencény-
pothesewith scoressc; one computeshe confidencefor
somepatternA (e.g.a word sequencer an attribute) by
accumulatinghe a-posterioriprobabilitiesof the sentence
hypotheses which A occurs.Let I bethesetof indicesof
thosesentences the N-bestlist thatcontainthe patternA.
Thenthe confidencdor A is definedas
C(A) = Z}\?I exp(—a - sci)‘
Y i1 exp(—a - sc;)

The scalingfactor o distributesthe probability massover
theN-bestlist andcanberegardedasatuneableparameter
It is obviousthatthisapproactcanbedirectly appliedto
phrasesandit will be comparedwith the compoundconfi-
dencemeasuresbtainedfrom the acousticconfidencdea-
tures. Moreover, following the philosophyof Section2 we
will alsolook at the linear combinationof the N-bestlist
basedandthe compoundconfidencaneasures.

5. EXPERIMENTAL RESULTS

5.1. Evaluation criteria

The performancef confidencemeasurewill be assessed
by inspectingROC-cunes. An ROC-cuneis parametrized
by a confidencethresholdwherethe x-valuefor a pointon
the curve is the numberof falseacceptancefor a certain
thresholdandthe y-valueis the numberof correctaccep-
tances An ideal ROC-cune risesvertically from the origin
up to the final y-value and then horizontallyto its ending
point. Confidencemeasuresre the betterthe more their
ROC-cune approacheshis ideal cune (i.e. the upperleft
cornerof thecoordinatesystem).

In additionwe alsocomparedherecallratesattwo spe-
cific pointsof operationP;, P, on the ROC-cuneswhich
we definedasfollows:

P;: RCL(c) = 95%: at least95% of the correctlyrecog-
nizeditemshave to beacceptedndtherecallratesof
theincorrectlyrecognizedtemsarecompared

P,: RCL(f) = 90%: atleast90% of theincorrectlyrecog-
nizeditemshave to berejectedandtherecallratesof
thecorrectlyrecognizedtemsarecompared

5.2. Corpora

We appliedthe differentmethoddo two differenttask:

o digit stringsfrom the SIETILL corpus(Germandigit
stringsrecordedvertelephondines)

e conpl ete_tine concepts from the railway
timetableinformationsystemTABA (cf. [1])

For bothdomainswe createda trainingcorpusto obtain
thecombinationweightsandatestcorpus.Thestatisticsor
thesecorporaaregivenin Tablel.

| corpus || #utteranceg #words |
SIETILL-test 11877| 35631
SIETILL-train 900 4593
TABA-test 3671| 11079
TABA-train 773 3709

Tablel: Corpusstatistics

For the SIETILL taskwe use22 genderspecificwhole
word modelsanda network acceptingonly stringsconsist-
ing eitherfully of femalemodelsor fully of malemodels.In
the TABA applicationthe recognizedsentencesre parsed
by a contet freegrammarto extracttheconpl et e_ti e
phrases.



5.3. Word Leve

Eight standardconfidencefeatureson word level were
applied (for a descriptionseee.g. [5], [6]). They are:
two_best(tb), n_averagedbest (nab), word_endfrequeny
(wef), n_bestactive_states(nbas), averageacoustic (aa),
word.graph(wg) (see[7]), active_statecount(asc),speak-
ing_rate(sr).

Firstly, we will comparethe individual confidenceea-
tureswith thecombinedmeasurenword level.

Figurel shows the ROC-cunesfor theindividual con-
fidencefeaturesaswell asthatfor thecombinedconfidence
measureon the TABA-test corpus. The correspondinge-
sultson the SIETILL corpusare not displayedsincethey
arevery similar.
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Figure1: ROC-cunesfor individual and combinedconfi-
dencemeasuresnword level on TABA

As a result,combiningall eight confidencefeaturesis
the methodof choice,sinceit producesan ROC-cune en-
velopingall thesinglefeaturecurves.We wantto stresghat
onecanwin alot from featureghathaveapoorperformance
whentakensingularly

5.4. PhraseLeve

In thenext stepwe combinethe confidenceraluesof single
wordsto a confidencevaluefor a phrase.Severalmethods
aresuggeste@ndcomparedn [3] whichwe took asanin-

spirationfor our considerations.In the SIETILL taskwe

wantto rejectdigit stringsthat containan error, hencewe

aimataconfidencdor thefull strings.Sincethetestcorpus
containsonly digit stringsof the samelength, we restrict
oursehesto the following methodswherec; arethe con-

fidencevaluesfor the n wordsin the phraseandC is the

resultingvaluefor the phrase:

(1) minimum:C := min;—1..n ¢;
(2) sum:C:=Y"1" ¢
(3) product:C := ], 1/(1 —e )

(@) cutmean:C == (3, .o i)/ (X <o 1)

Figure 2 shavs ROC-cunesfor the differentmethods.
Includedis also the ROC-cune obtainedby applyingthe
N-bestlist basedconfidencemeasure.
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Figure 2: ROC-cunesfor differentcompoundandthe N-
bestconfidencameasure$or digit stringson SIETILL

Oneclearly seesthat usingthe minimum outperforms
the othercompoundconfidencemeasuresyhich is a quite
satishctory result, as it agreeswith the assumptionthat
recognition errors trigger errors in their neighbourhood.
However, the N-bestlist methodperformsmuchbetterthan
all the compoundmethodswhich is not surprising,sinceit
exploitsthea-posteriorprobabilitiesof thefull digit strings.

In the TABA applicationthe crucialquestionis whether
theinformationderivedfrom a phrasés correct,in thecase
of theconpl et e_t i me concepthesearea starttime and
an endtime for a time intenal. Therefore,in this case
the confidenceof the phraseis usedto eitheracceptor re-
jecttheinformationitems (attributes). Sincethe lengthsof
theconpl et e_t i me phrasevary, we additionallyinves-
tigatedthefollowing averagingmethods:

(5) arithmean:C :=1/n- Y1 | ¢
(6) geommean:C := ([], 1/(1 — e~¢))/n

They turnedout to be comparableéo the sumandprod-
uct methodsascanbe seenfrom Table 2 in which we give
therecallratesfor the chosempointsof operatiorasdefined
in Section5.1.

From Table 2 one concludeghat againusingthe min-
imum gives the best compoundconfidencemeasureand
that the averageof the negative confidencevaluesis the
follower-up. In contrasto the SIETILL task,the N-bestlist
basedmethodis not betterthanthe bestcompoundnethod,
butit still hassimilar performance.



Method

| RCL(f)atP, | RCL(c)atP; |

minimum 60.06% 77.34%
sum 44.13% 61.16%
arith.mean 39.94% 63.24%
product A47.77% 71.60%
geommean 46.51% 71.56%
cutmean 48.32% 75.04%

| N-best | 54.27% | 77.20% |

Table2: Recallratesfor differentcompoundandthe N-best
confidencemeasure$or phrase®n TABA

5.5. Combination of the different approaches

In afinal experimentwe combinedhe N-bestlist basedap-
proachwith thebestcompoundcconfidenceneasuresagain
usingthecombinatiormethoddescribedn Section2.

We were able to improve the results obtainedso far
significantly as can be concludedfrom Table 3 and Fig-
ure 3. Note that on the SIETILL taskanimprovementis
achievedalthoughthe N-bestist methodby far outperforms
the compoundconfidencemeasurewhereasn the TABA
applicationthe single approachegerformcomparablybut
their combinationis highly superior giving recall ratesof
RCL(f) = 66.29% at P, andof RCL(c) = 82.35% at P,
(whichareto becomparedvith thevaluesin Table2).

| Method | RCL(f)atPy | RCL(c)atP; |
compound 49.94% 70.96%
N-best 65.51% 80.41%
compound+ N-best 68.73% 84.84%

Table3: Recallratesfor the differentapproacheandtheir
combinatioron SIETILL
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Figure3: ROC-cunesfor thedifferentapproacheandtheir
combinatioron TABA

6. DISCUSSION

We demonstratethow individual confidencemeasuregan
be combinedon the word and phraselevel. Linear com-
bination gave satishctory resultsand could efficiently be
optimized. The resultingconfidencemeasurefor phrases
canvery favourablybe usedto improve recever-operating-
characteristicin both SIETILL andTABA tasks.

We could show that the bestcharacteristic$or a com-
poundconfidencemeasureare obtainedby (a) combining
all confidenceeatureson the word level and (b) choosing
the minimum of thesecombinedconfidencemeasuren
the phrasdevel. The latter confirmsthe (pessimisticlthe-
oreticalassumptiorthat misrecognitiondrigger their ervi-
ronmentand that phraseprobabilitiesbehae like channel
pipelines dependingn theworstchannelword).

We alsofound thatusingthe N-bestlist basedmethod
from [4] gives very satishctory resultswhen applied to
phrases.

We finally shaved thatthe bestoverall performances
achieved by combiningthe strengthsof the different ap-
proachesnto a single confidencemeasuredor phraseshy
applyingthecombinatiormethodfrom [6] to the N-bestlist
basedandthe minimumcompoundonfidencaneasures.
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