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## Chapter 1

## Introduction

For millennia mathematicians have been fascinated by prime numbers, integers $n$ such that the only positive divisors of $n$ are 1 and $n$ itself. Certainly not all integers are prime numbers, which raises the question how many there are and how one can find and detect them. The most obvious way to test if an integer $n$ is prime is to check if one of $2,3, \ldots, n-1$ divides $n$. If not, then $n$ is prime! This primality test works every time, but doing $n-1$ divisions is not ideal when $n$ is large. This is why we try to use algebraic properties of the prime numbers to find faster tests. We can note for example that if $n$ is not prime, then $n$ has a divisor $a$ such that $a \leq \sqrt{n}$. Using this fact, we now only have to check if one of $2,3, \ldots,\lfloor\sqrt{n}\rfloor$ divides $n$.

We are often interested in how fast an algorithm is. One way the describe the efficiency of an algorithm is by computing its complexity. We say that the complexity of an algorithm is $\mathcal{O}(f(n))$ if for all $n \in \mathbb{N}$, the number of bit operations the algorithm performs on an input of length $n$ is bounded by $f(n)$, up to some constant. For example, using schoolbook long division, we can divide two integers that are less than $n$ in about $\log (n)^{2}$ bit operations, up to some constant. Hence, the complexity of division is $\mathcal{O}\left(\log (n)^{2}\right)$ and the complexity of the first trivial primality test is $\mathcal{O}\left(n \log (n)^{2}\right)$. The dominant factor in the last expression is the term $n$, since $\log (n)$ is a lot smaller. To make life easier, we sometimes write $\widetilde{\mathcal{O}}(n)$ instead. This means that if a term $g(n)$ appears in the complexity, then the $\log (g(n))$ terms and even slower growing terms are omitted. For instance, it turns out [41 that there is a faster way to divide and multiply $n$ bit integers, namely in

$$
\mathcal{O}(\log (n) \log \log (n) \log \log \log (n)),
$$

or just $\widetilde{\mathcal{O}}(\log (n))$ for short.
Although the second primality test we saw was a lot faster than the first one, its running time is still exponential in the length of the input, i.e. the complexity of the algorithm is not of the form $\widetilde{\mathcal{O}}\left(\log (n)^{k}\right)$ for some fixed $k$. The complexity of the Fermat test however is polynomial, namely $\widetilde{\mathcal{O}}\left(\log (n)^{2}\right)$. This test depends on Fermat's little theorem: if $p$ is prime, then for all integers $a \neq 0 \bmod p$ we have that

$$
\begin{equation*}
a^{p-1}=1 \bmod p . \tag{1.1}
\end{equation*}
$$

Given an integer $n$, we can test the converse: take an integer $a \neq 0 \bmod n$ and check if $a^{n-1}=1 \bmod n$ holds or not. If not, then we know for sure that is composite! However, it turns out that there can be integers $a$ such that $a^{n-1}=1 \bmod n$ even though $n$ is composite. It is even worse than that, there exist so-called Carmichael numbers which are integers $n$ with the property that $a^{n-1}=1 \bmod n$ for all integers $a$ with $\operatorname{gcd}(a, n)=1$. This means that detecting the compositeness of such $n$ with this test is not faster than a random search for factors of $n$. The Fermat test is not a primality test, it is a compositeness test instead, since it can only be used to prove that an integer is not prime.

Fortunately, there is an improvement of the Fermat test called the Miller-Rabin test. This test also uses (1.1), but expands on it using the following remark. Write $p-1=2^{r} s$, where $s$ is odd. Then given an integer $a \neq 0 \bmod p$, we first compute $b=a^{s} \bmod p$, and then we repeatedly square $b$ afterwards. We know that we will eventually reach $1 \bmod p$ by Fermat's little theorem, but the Miller-Rabin test is also interested in the step before that happens, i.e. the number $x$ such that $x^{2}=1 \bmod p$. Since $\mathbb{Z} / p \mathbb{Z}$ is a field, we know that $x= \pm 1 \bmod p$ are the only two solutions for this equation. However, if an integer $n$ has more than one distinct prime factor, then $\mathbb{Z} / n \mathbb{Z}$ is not a field and the equation $x^{2}=1 \bmod n$ will have more than two solutions. Hence, the Miller-Rabin test also checks that the second to last number in the chain of squarings is $\pm 1 \bmod n$.

Rabin famously proved [37] that a composite integer $n$ passes the Miller-Rabin test with probability at most $1 / 4$. This means that if an integer $n$ passes the test multiple times with different random integers $a$, then $n$ is probably prime. Because then the probability that $n$ is composite is very small. However, this is still only a compositeness test, since it does not prove the primality of $n$, it only gives a very strong indication that $n$ might be prime. The Miller-Rabin test already shows that there are a lot more sophisticated tests than the first obvious one we saw in the beginning of this introduction.

## Thesis overview

Personally, I have only been fascinated by prime numbers for a few decades. Fortunately, this was still enough time to write two chapters about compositeness and primality tests for this thesis.

In the first chapter we consider a new compositeness test that takes place in matrix groups modulo $n$, where $n$ is the number we want to test. We will show that that there is a way to define Carmichael numbers for this test that generalizes the Carmichael numbers from the Fermat test. We study the properties of these Carmichael numbers and prove that there are infinitely many of them using an explicit construction. We will exhibit a lot of experimental data that we got from searching for these Carmichael numbers. After that, we show that a lot of classical tests such as the Miller-Rabin test and the Lucas-Lehmer test can be performed in matrix groups in a very natural way.

In the second chapter we look at compositeness and primality tests in finite fields. The first major one we will discuss is Grantham's test. In practice, Grantham's test is most often performed in a quadratic extension of a prime field. We will consider

Grantham's test in larger extensions and discuss the similarities with the celebrated AKS test [2], which can decide if an integer is prime or not in polynomial time. After that, we will show some new ways to construct polynomials that are irreducible modulo a prime divisor of $n$, where $n$ is the integer you want to test for compositeness/primality. We need these polynomials to create finite fields. As an application of these constructions, we show that they can be used in a new compositeness test that uses elliptic curves. Finally, we propose an algorithm that produces a polynomial which is irreducible modulo all divisors of $n$ and study its use when combined with other compositeness/primality tests.
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## Chapter 2

## Matrices

### 2.1 Matrix Carmichael numbers

In this chapter we will be looking at a generalization of the Carmichael numbers mentioned in the introduction. Generalizing Carmichael numbers is by no means a new idea, however it seems that our version of the matrix approach has not been done before. The main idea is the following. Let $n, d \in \mathbb{Z} \geq 1$ and take $G=\mathrm{GL}(\mathbb{Z} / n \mathbb{Z}, d)=\mathrm{GL}(n, d)$. Then $G$ is a group under matrix multiplication. This group is finite, so it has a certain order $x(n, d)$. By Lagrange's theorem, we know that for all $A \in G$ we have that

$$
\begin{equation*}
A^{x(n, d)}=I, \tag{2.1}
\end{equation*}
$$

where $I$ is the identity matrix of dimension $n$. We will see that there is a nice formula to compute $x(n, d)$ in the case that $n$ is prime (later on we will look at the group exponent instead, but the idea is the same). So there is an obvious compositeness test: pretend that $n$ is prime and compute $x(n, d)$, take a random matrix $A \in G$ and check if (2.1) holds or not. If it doesn't hold, then we know for sure that $n$ is not prime. However, just like the classical Fermat test, the converse is not true. A natural question to ask is if there are any "Carmichael numbers" for matrix groups and if so, do they have interesting properties?

Proposition 2.1. Let $p$ be a prime number, then

$$
\# \mathrm{GL}(p, d)=\prod_{i=1}^{d}\left(p^{d}-p^{i-1}\right)
$$

Proof. A matrix is invertible if and only if all of its columns are independent. This gives us $n^{d}-1$ choices for the first column (we don't want the 0 -column). For the second column we have $n^{d}-n$ choices to prevent a dependency. More generally, we have $n^{d}-n^{i-1}$ choices for the $i$ th column.

Given $n$ and $d$, the above product is easy to compute, thus we can apply it in our compositeness test. However, we can do better than this. We can use a stronger
condition than (2.1). One of the differences between $(\mathbb{Z} / p \mathbb{Z})^{*}$ and $\operatorname{GL}(p, d)$ for $d>1$ is that if $p$ is prime, then $(\mathbb{Z} / p \mathbb{Z})^{*}$ is cyclic, i.e. there is an element whose order equals the order of the group. $\mathrm{GL}(p, d)$ for $d>1$ however is not cyclic, which means that the order of the elements of the group are all smaller than the order of the group. This gives rise to the following definition.

Definition 2.2. Let $G$ be a finite group with identity element e. The group exponent of $G$ is the smallest integer $\lambda \geq 1$ such that $x^{\lambda}=e$ for all $x \in G$.

The group exponent of $\operatorname{GL}(p, d)$ has been known since the forties [36].
Theorem 2.3. Let $p$ be prime and $d \in \mathbb{Z}_{\geq 1}$. Then the group exponent of $\operatorname{GL}(p, d)$ equals:

$$
p^{\left\lceil\log _{p}(d)\right\rceil} \operatorname{lcm}\left(p-1, p^{2}-1, \ldots, p^{d}-1\right) .
$$

We will only give a brief sketch of the proof, since the details are quite a lot of work. Let $A \in \mathrm{GL}(p, d)$ and let $f_{A}(x)$ be its characteristic polynomial. Then by the CayleyHamilton theorem, we know that $f_{A}(A)=0$ (the zero-matrix). Let $<A>$ denote the subgroup of $\mathrm{GL}(p, d)$ that is generated by $A$ by taking matrix sums and products. This gives an isomorphism of $\mathbb{F}_{p}$ algebras:

$$
\begin{aligned}
&<A>\cong \mathbb{F}_{p}[x] /\left(f_{A}\right) \\
& A \longleftrightarrow x \bmod f_{A}
\end{aligned}
$$

Now, if $f_{A}(x)$ is square-free, then $f_{A}(x)$ factors in $\mathbb{F}_{p}$ as $f_{1}^{e_{1}} \cdots f_{d}^{e_{d}}$, where $f_{i}$ is irreducible and has degree $i$, and $e_{i}$ is 0 or 1 . Then

$$
\mathbb{F}_{p}[x] /\left(f_{A}\right) \cong \mathbb{F}_{p}[x] /\left(f_{1}^{e_{1}}\right) \times \cdots \times \mathbb{F}_{p}[x] /\left(f_{d}^{e_{d}}\right) \cong\left(\mathbb{F}_{p}\right)^{e_{1}} \times \cdots \times\left(\mathbb{F}_{p^{d}}\right)^{e_{d}}
$$

Then since $\left(\mathbb{F}_{p^{i}}\right)^{*}$ is cyclic and $\#\left(\mathbb{F}_{p^{i}}\right)^{*}=p^{i}-1$, we see where the $\operatorname{lcm}\left(p-1, p^{2}-\right.$ $1, \ldots, p^{d}-1$ ) term comes from. To explain the $p^{\left\lceil\log _{p}(d)\right\rceil}$ term, we can look at the case that $f_{A}$ contains a square factor, so $e_{i}>1$ for some $i$. For example, $A=\left(\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right)$ has characteristic polynomial $(x-1)^{2}$ and order $p$, since $A^{i}=\left(\begin{array}{cc}1 & i \\ 0 & 1\end{array}\right)$ for all $i$. More generally, it can be shown that

$$
B=\left(\begin{array}{llllll}
1 & 1 & 0 & \ldots & 0 & 0 \\
0 & 1 & 1 & \ldots & 0 & 0 \\
& & & \ddots & & \\
0 & 0 & 0 & \ldots & 1 & 1 \\
0 & 0 & 0 & \ldots & 0 & 1
\end{array}\right)
$$

has characteristic polynomial $(x-1)^{d}$ and order $p^{\left\lceil\log _{p}(d)\right\rceil}$. End of sketch.
Notation. Let $n, d \in \mathbb{Z}_{\geq 1}$ where $n$ can be composite. Then we we write:

$$
\begin{aligned}
& \mu(n, d):=n^{\left[\log _{n}(d)\right\rceil} \operatorname{lcm}\left(n-1, n^{2}-1, \ldots, n^{d}-1\right), \\
& \delta(n, d):=\operatorname{lcm}\left(n-1, n^{2}-1, \ldots, n^{d}-1\right) .
\end{aligned}
$$

We can now give the main definition of this chapter.
Definition 2.4. Let $n, d \in \mathbb{Z}_{\geq 1}$ with $n$ composite. We say $(n, d)$ is Carmichael if for all $A \in G L(n, d)$ we have that

$$
A^{\mu(n, d)}=I .
$$

By plugging in $d=1$ in the above definition, we get the definition of the usual Carmichael numbers. Hence this definition can be see as a generalization. A natural question to ask is whether any Carmichael numbers exist for $d>1$. The answer is a very positive yes. We will prove later in this chapter that for all $d \geq 1$ there exists infinitely many Carmichael numbers $(n, d)$. The first Carmichael number for $d=2$ is $n=4$. We will look at the number of Carmichael numbers below a certain bound later on in this chapter.

According to Definition 2.4, to see if $(n, d)$ is Carmichael we have to check if a certain condition holds for all invertible matrices of dimension $d$ modulo $n$. This is a finite process, but since there are a lot of those matrices (see Proposition 2.1), we would like to have an equivalent condition that can be checked more easily. For the usual Carmichael numbers this can be done using the well-known Korselt criterion:

Theorem 2.5. Let $n \in \mathbb{Z}_{\geq 2}$ be composite. Then $(n, 1)$ is Carmichael if and only if $n$ is square-free and $p-1 \mid n-1$ for all prime divisors $p$ of $n$.

We will prove that there is an analogous criterion for Carmichael numbers with $d>1$. But first we need the following lemma, which is a generalization of Proposition 2.3. This lemma can be proven using the Chinese remainder theorem.

Lemma 2.6. Let $n, d \in \mathbb{Z}_{\geq 1}$ and let $n=\prod_{i=1}^{r} p_{i}^{e_{i}}$ be the prime factorization of $n$. Then the group exponent $\lambda(n, d)$ of $G L(n, d)$ is:

$$
\lambda(n, d):=\operatorname{lcm}\left(p_{1}^{e_{1}-1} \mu\left(p_{1}, d\right), \ldots, p_{r}^{e_{r}-1} \mu\left(p_{r}, d\right)\right) .
$$

Note that $(n, d)$ is Carmichael if and only if $\lambda(n, d) \mid \mu(n, d)$. This gives an easier way to check that $(4,2)$ is indeed Carmichael: $\lambda(4,2)=2 \cdot 2 \cdot \operatorname{lcm}(1,3)=12$ and $\mu(4,2)=4 \cdot \operatorname{lcm}(3,15)=60$, and $12 \mid 60$. The next lemma does not only help us with formulating a criterion, it also shows that for every $d \geq 2$ there are infinitely many integers $n$ such that ( $n, d$ ) is not Carmichael.

Lemma 2.7. Let $n, d \in \mathbb{Z}_{\geq 2}$. Suppose that $n \geq d$ and that $n$ has a prime factor $p$ with $p<d$. Then $(n, d)$ is not Carmichael.

Proof. Let $m$ be number of factors of $p$ in $n$. We will count the number of factors $p$ in $\lambda\left(p^{m}, d\right)$ and in $\mu(n, d)$. We know that $\mu(p, d)$ contains at least 2 factors $p$, because $p<d$, so $\left\lceil\log _{p}(d)\right\rceil \geq 2$. Hence $\lambda\left(p^{m}, d\right)=p^{m-1} \mu(p, d)$ contains at least $m-1+2=m+1$ factors $p$. Now we look at $\mu(n, d)$. First note that the lcm term in $\mu(n, d)$ does not contain any factors $p$, since $n^{i}-1 \equiv-1 \not \equiv 0 \bmod p$. Now we use $n \geq d \geq 2$ to see that $\mu(n, d)$ has $m \cdot\left\lceil\log _{n}(d)\right\rceil=m$ factors $p$. Hence $\lambda\left(p^{m}, d\right) \nmid \mu(n, d)$, so $\lambda(n, d) \nmid \mu(n, d)$. Thus ( $n, d$ ) is not Carmichael.

We can now state and prove a Korselt-like criterion for matrix groups.
Theorem 2.8. Let $n, d \in \mathbb{Z}_{\geq 2}$ with $n \geq d$ and $n$ composite. Then $(n, d)$ is Carmichael if and only if for all prime divisors $p$ of $n$, we have that $\delta(p, d) \mid \mu(n, d)$ and $p \geq d$.

Proof. Write $n=\prod_{i=1}^{r} p_{i}^{e_{i}}$. We first prove that for all $i$ :

$$
\lambda\left(p_{i}^{e_{i}}, d\right)\left|\mu(n, d) \Longleftrightarrow \lambda\left(p_{i}, d\right)\right| \mu(n, d) \text { and } p_{i} \geq d
$$

The implication from left to right is analogous to what we did in Lemma 2.7, namely if $p_{i}<d$ then there would be too many factors of $p_{i}$ in $\lambda\left(p_{i}^{e_{i}}, d\right)$. For the converse, since $p_{i} \geq d$, we know that $\lambda\left(p_{i}^{e_{i}}, d\right)$ has $e_{i}-1+1=e_{i}$ factors $p_{i}$. On the other hand, $\mu(n, d)$ has at least $e_{i}$ factors $p_{i}$. So there are no problems with the factors $p_{i}$, hence $\lambda\left(p_{i}^{e_{i}}, d\right) \mid \mu(n, d)$.
The proof of the theorem is now not very hard anymore:

$$
\begin{aligned}
(n, d) \text { is Carmichael } & \Longleftrightarrow \lambda(n, d) \mid \mu(n, d) \\
& \Longleftrightarrow \lambda\left(p_{i}^{e_{i}}, d\right) \mid \mu(n, d) \text { for all } i \\
& \Longleftrightarrow \lambda\left(p_{i}, d\right) \mid \mu(n, d) \text { and } p_{i} \geq d \text { for all } i \\
& \Longleftrightarrow \delta\left(p_{i}, d\right) \mid \mu(n, d) \text { and } p_{i} \geq d \text { for all } i
\end{aligned}
$$

The last equivalence can again be seen by counting the number of factors $p_{i}$. We know that $\mu(n, d)$ has $e_{i}$ of them, $\lambda\left(p_{i}, d\right)$ has one of them and $\delta\left(p_{i}, d\right)$ has none. They are equivalent since $e_{i} \geq 1$.

Using this theorem, we can use a computer to find to number of Carmichael pairs in a certain range. If we had to use Definition 2.4 directly, then we wouldn't be able to get nearly as far.

| $d$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \#CM $(n, d)$ | 43 | 4567 | 226 | 207 | 208 | 201 | 201 | 195 |

Table 2.1: Number of Carmichael numbers below $10^{6}$
Note that there is no statement about square-freeness in the above theorem, like there is in Theorem 2.5. This has to do with the definition of $\mu(n, d)$. We see that if $d=1$, then $\left\lceil\log _{n}(1)\right\rceil=0$ for all $n$, so there is no factor $n$ in $\mu(n, 1)$. That is why $(n, 1)$ can't be Carmichael if $n=p^{2} m$, since then $\lambda(n, 1) \mid \mu(n, 1)$ is not possible, because $p \mid \lambda(n, 1)$ and $p \nmid \mu(n, 1)$. For $d>1$ however, we have $\left\lceil\log _{n}(d)\right\rceil>0$, so we do a get factor $n$, so then square factors are not a problem. That factor $n$ also might explain why there are more Carmichael numbers for $d=2$ than for $d=1$. The condition that $\left(p^{2}-1\right) \mid n\left(n^{2}-1\right)$ is much weaker than $p^{2}-1 \mid n^{2}-1$. Suppose that $\mu(n, 1)$ also has a factor $n$. The number of $n<10^{6}$ such that $(p-1) \mid n(n-1)$ for all $p \mid n$ is $10694>4567$, which shows the power of that factor $n$.

Theorem 2.8 is not only useful for computer computations, it can also be used to prove interesting corollaries quite easily.

Corollary 2.9. Let $p, k \in \mathbb{Z}_{\geq 2}$ where $p$ is prime. Then $\left(p^{k}, d\right)$ is Carmichael for all $2 \leq d \leq p$.

Proof. By Theorem 2.8, we only have to check that $\delta(p, d) \mid \mu\left(p^{k}, d\right)$. Note that

$$
\mu\left(p^{k}, d\right)=p^{k} \operatorname{lcm}\left(p^{k}-1, p^{2 k}-1, \ldots, p^{d k}-1\right)
$$

Furthermore, for all $1 \leq i \leq d$ we have that

$$
p^{i k}-1=\left(p^{i}-1\right)\left(p^{i(k-1)}+p^{i(k-2)}+\cdots+p^{i}+1\right) .
$$

Thus $\delta(p, d) \mid \mu\left(p^{k}, d\right)$.
This corollary already shows that there are infinitely many Carmichael numbers for all $d \geq 2$, but in a kind of trivial way. This raises the next question: are there for every $d \geq 2$ infinitely many Carmichael numbers $(n, d)$, where $n$ is not a power of a prime?

Definition 2.10. Let $n, d \in \mathbb{Z}_{\geq 1}$ with $n$ composite. We say $(n, d)$ is a strong Carmichael number if $(n, d)$ is Carmichael and $n$ is not a prime power.

| $d$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \#CM $(n, d)$ | 43 | 4331 | 8 | 0 | 0 | 0 | 0 | 0 |

Table 2.2: Number of strong Carmichael numbers below $10^{6}$
We now see that all of the Carmichael numbers for we found in Table 2.1 for $d \geq 4$ were prime powers. Furthermore, Table 2.2 suggests that a Fermat test in a matrix group of dimension $\geq 3$ might be a stronger than the classical Fermat test $(d=1)$.

We will now show that for $d=2$, there exists an infinite family of strong Carmichael numbers.

Proposition 2.11. Let $d=2$, then $\left(2^{i} 3^{j}, d\right)$ is a strong Carmichael number for all $i \in \mathbb{Z}_{\geq 1}$ and all $j \in \mathbb{Z}_{\geq 3}$.

Proof. Let $n=2^{i} 3^{j}$ with $i$ and $j$ as in the proposition. By theorem 2.8, we only have to check that $\delta(2,2) \mid \mu(n, 2)$ and $\delta(3,2) \mid \mu(n, 2)$, since $2,3 \geq d$.
Now, $\delta(2,2)=\operatorname{lcm}\left(2-1,2^{2}-1\right)=3$ and $\delta(3,2)=\operatorname{lcm}\left(3-1,3^{2}-1\right)=2^{3}$. Hence, it suffices to show that $2^{3} \cdot 3 \mid \mu(n, 2)$. Now, $\mu(n, 2)=n \cdot \operatorname{lcm}\left(n-1, n^{2}-1\right)$. By the construction of $n$, we already have that $2^{3} \cdot 3 \mid n$, hence $2^{3} \cdot 3 \mid \mu(n, 2)$.

We found another infinite family for $d=2$ that can be constructed using the factorial. The proof again shows that is it relatively easy for a number to be Carmichael for $d=2$.

Proposition 2.12. ( $m!, 2$ ) is a strong Carmichael number if and only if $m \geq 4$.

Proof. First note that $2!=2$ is prime, so $(2,2)$ is not Carmichael by definition. So let $m \geq 3$ and write $n=m$ !. By Theorem 2.8, we need that $(p-1)(p+1) \mid n(n-1)(n+1)$ for all primes $p \leq m$. We will show that $(p-1)(p+1) \mid n$ and hence $(p-1)(p+1) \mid$ $n(n-1)(n+1)$. First consider $p=2$. We have $(p-1)(p+1)=3 \mid n$, since $m \geq 3$. So from now on, let $p>2$. Suppose that $q^{k} \mid p+1$, with $q$ prime and $k \in \mathbb{Z}$ as large as possible.

We first do the case that $q>2$. If $q^{k}<m+1$, then $q^{k} \leq m$, hence $q^{k} \mid m!=n$. The case that $q^{k}=m+1$ happens only when $m=p$ is prime and $p+1=m+1$ is a prime power. In that case, we see that $k \geq 2$, since $p+1$ is composite (we have $p \neq 2$ ). Then since $q>2$, we have that $q^{k-1}, 2 q^{k-1} \leq m$, so $q^{2 k-2} \mid n$, with $2 k-2 \geq k$, hence $q^{k} \mid n$.

We conclude that apart from the factors 2 in $p+1$, we have that $p+1 \mid n$. Likewise, we can show that $p-1 \mid n$, apart from the factors 2 for now. This would not yet imply that $(p-1)(p+1) \mid n$, since there can be common factors in $p-1$ and $p+1$. We see that $\operatorname{gcd}(p-1, p+1)=2$, since $p$ is odd. Hence, the only factors that can cause problems are the factors 2 , which is why we had skipped them for now.

Suppose that $2^{k}$ is the largest power of 2 that divides $p-1$ or $p+1$, then $k \geq 2$ and $2^{k+1}$ is the largest power of 2 that divides $(p-1)(p+1)$. Hence, we will show that $2^{k+1} \mid n$, since $(n-1)(n+1)$ is odd. Now, if $2^{k} \leq m$, then $2^{k}, 2^{k-1} \leq m$, hence $2^{2 k-1} \mid n$ and $2 k-1 \geq k+1$, so $2^{k+1} \mid n$. For the final case, we have that $2^{k}>m$, i.e. $p+1=m+1=2^{k}$, so $m$ is a Mersenne prime. In this case we see that if $k=2$, then we have that $2^{k+1} \nmid n$, since then $m=3$ and 3 ! only contains 1 factor 2 . This is why ( $3!, 2$ ) is not Carmichael. But, if we take $k \geq 3$, then $2^{k-1}, 2^{k-2}, 3 \cdot 2^{k-2} \leq m$, hence $2^{3 k-5} \mid n$, with $3 k-5 \geq k+1$. So, in that case, we do have that $2^{k+1} \mid n$. We conclude that if $m \geq 4$, then $\left(p^{2}-1\right)|n| n\left(n^{2}-1\right)$. Thus ( $m$ !, 2) is Carmichael if and only if $m \geq 4$.

We can also see that $(m!, 1)$ is never Carmichael since classical Carmichael numbers are square-free, and $(6,1)$ isn't Carmichael. Furthermore, we can also easily see that if $d>2$, then $(m!, d)$ is never Carmichael, since $2 \mid m!$ and $2<d$. This gives a complete classification of Carmichael numbers of the form ( $m!, d$ ).

We now state without proof a few other infinite families of Carmichael numbers.

## Proposition 2.13.

- $\left(3^{i} 5^{j}, 2\right)$ is a strong Carmichael number for all $i, j \geq 1$.
- $\left(37^{2 i} 73^{9 j}, 2\right)$ is a strong Carmichael number for all $i, j \geq 1$.
- $\left(5^{6 i} 7^{5 j}, 3\right)$ is a strong Carmichael number for all $i, j \geq 1$.
- $\left(3^{4 i} 5^{2 j} 7^{2 k}, 3\right)$ is a strong Carmichael number for all $i, j, k \geq 1$.

Although those examples for a few values of $d$ are quite nice, it is of course much better if we would have some general way of constructing an infinite family for a given $d \geq 2$. We will now describe a way to do that for numbers $n$ of the form $p^{a} q^{b}$, this method also extends to more than two distinct primes.

Note that Theorem 2.8 says that $n=p^{a} q^{b}$ is Carmichael for $d$ if and only if:

$$
p, q \geq d \text { and } \delta(p, d), \delta(q, d) \mid \mu(n, d)
$$

Note that $\delta(p, d)$ and $\delta(q, d)$ are independent of the exponents $a$ and $b$. This will help us tremendously, since now we can take $a$ and $b$ as large as we like.

Now, let $r^{c}$ be a prime power dividing $p^{i}-1$ for some $1 \leq i \leq d$. Then $p$ has multiplicative order $\leq i \leq d$ when as seen as an element of $\left(\mathbb{Z} / r^{c} \mathbb{Z}\right)^{*}$. This also implies that $p^{a}$ has order $\leq i$ in $\left(\mathbb{Z} / r^{c} \mathbb{Z}\right)^{*}$ for all $a \in \mathbb{Z}_{\geq 1}$. Now, let $x_{r}$ be the order of $q$ in $\left(\mathbb{Z} / r^{c} \mathbb{Z}\right)^{*}$. Then $q^{x_{r}}$ has order 1 in that group. Thus $n=p^{a} q^{x_{r}}$ has order $\leq i$ in $\left(\mathbb{Z} / r^{c} \mathbb{Z}\right)^{*}$. This is great, because now:

$$
r^{c}\left|n^{j}-1\right| \mu(n, d)
$$

for some $j \leq i \leq d$. Do this for all prime powers $r^{c}$ dividing $p^{i}-1$ for some $i \leq d$ and let $b$ be the least common multiple of all $x_{r}$ 's. This ensures that $\delta(p, d) \mid \mu(n, d)$. To also get $\delta(q, d) \mid \mu(n, d)$, we just do the same thing: look at the prime powers dividing $q^{i}-1$ and get an exponent $a$ for $p$ from that process. There is however a slight problem with the definition of $x_{r}$. If $r^{c} \mid p^{i}-1$, then it is possible that $r=q$. In that case, $x_{r}$ does not exist. Luckily, we can make an exception for those primes, since $\mu(n, d)$ also has a factor $n=p^{a} q^{b}$. This means that for $b$ big enough, the prime power $r^{c}=q^{c}$ fits inside the factor $n$, so then we don't need that $x_{r}$ exists. If the $b$ we found is not large enough, then we can take $k b$ instead, with $k \in \mathbb{Z}$ and $k b \geq c$.

Example 2.14. Let's look at an example to get some more insight in how the construction works. Let's take $d=3, p=3$ and $q=5$, which are the smallest primes possible for this value of $d$. We write $n=p^{a} q^{b}$ and we will try to find exponents $a, b$ such that $(n, d)$ is Carmichael. We compute:

$$
\delta(p, d)=104=2^{3} \cdot 13 \text { and } \delta(q, d)=744=2^{3} \cdot 3 \cdot 31
$$

If we run into factors 3 or 5 , then we skip them for now. Let's first look at the factors of $\delta(p, d)$. Let's start with $r^{c}=2^{3}$. The order of $q \bmod 8$ is 2 , since $5^{2}=1 \bmod 8$. Now we use that $8 \mid p^{i}-1$ for some $1 \leq i \leq 3$ to see that $n=p \cdot q^{2}$ has order $\leq 3$ $\bmod 8$. Thus $8 \mid \mu(n, 3)$, which is what we want. We now do the same process for the factor 13 . We get that the order of $q \bmod 13$ is 4 . This gives our choice for $b$ : we take $b=\operatorname{lcm}(4,2)=4$.
Now we look at the factors of $\delta(q, d)$. We see that $p$ has order $2 \bmod 8$ and order $30 \bmod 31$. So we take $a=\operatorname{lcm}(2,30)=30$.
This gives us $n=3^{30} \cdot 5^{4}=128681957559155625$, which is a fairly large number already, considering the sizes of $d, p$ and $q$. We now have to check if there are any annoying factors 3 or 5 . We see that $3 \mid \delta(q, d)$, but that is not a problem since $n$ already has 30 copies of 3 . Hence $\delta(p, d), \delta(q, d) \mid \mu(n, d)$, thus $(n, 3)$ is Carmichael.
It follows that $n=3^{30 k} \cdot 5^{4 l}$ is also Carmichael for $d=3$ for all $k, l \in \mathbb{Z}_{\geq 1}$, since if $p^{a}$ has order $\leq d$ modulo some prime power, then so does $p^{k \cdot a}$. It turns out that there is also a
"smaller" family of Carmichael numbers, namely $n=3^{10 k} \cdot 5^{4 l}$. This is because we could have restricted the sizes of $a$ and $b$ a bit more in some stages of the algorithm. More precisely, we took $a=30$ to ensure that $n=p^{a} q^{b}$ has small order mod 31, because then $31 \mid n^{i}-1$ for some $1 \leq i \leq 3$. However, if $a=10$, then $n$ still has small enough order $\bmod 31$. But trying to do this optimally introduces a lot of complications.

As said before, this method extends to more than two distinct primes. For example, if we want $\left(p^{a} q^{b} r^{c}, d\right)$ to be Carmichael, where $p, q, r \geq d$. Then we look at the prime powers $s^{e} \mid p^{i}-1$ with $i \leq d$, and we compute the order $x_{s}$ of $q r \bmod s^{e}$. Let $b^{\prime}$ and $c^{\prime}$ both be the lcm of those $x_{s}$ 's. Because then $p q^{b^{\prime}} r^{c^{\prime}}$ will have small order mod $s^{e}$. Then we do the same for the prime powers $s^{e} \mid q^{i}-1$, let $x_{s}$ be the order of $p r \bmod s^{e}$. Then let $a^{\prime}$ be the lcm of those $x_{s}$ 's and let $c$ be the $\operatorname{lcm}$ of $c^{\prime}$ together with those $x_{s}$ 's. Finally, we consider the prime powers $s^{e} \mid r^{i}-1$, this time $x_{s}$ is the order of $p q \bmod s^{e}$. Let $a$ be the lcm of $a^{\prime}$ and those $x_{s}$ 's and let $b$ be the 1 cm of $b^{\prime}$ and those $x_{s}$ 's. Then $n=p^{a} q^{b} r^{c}$ is Carmichael for $d$, since

$$
p, q, r \geq d \text { and } \delta(p, d), \delta(q, d), \delta(r, d) \mid \mu(n, d) .
$$

This of course extends to more than three distinct primes. So we have proven the following theorem.

Theorem 2.15. Let $d, k \geq 2$ and let $p_{1}, \ldots, p_{k}$ be distinct primes $\geq d$. Then there exists exponents $e_{1}, \ldots, e_{k}$ such that $n=p_{1}^{m_{1} e_{1}} \cdots p_{k}^{m_{k} e_{k}}$ is strong Carmichael for d for all $m_{1}, \ldots, m_{k} \in \mathbb{Z}_{\geq 1}$.

The main theorem from this chapter now easily follows.
Theorem 2.16. For every $d \geq 1$ there exist infinitely many strong Carmichael numbers $(n, d)$.

Proof. The case that $d=1$ is the hardest. Fortunately for us, that case has already been done in the nineties by Alford, Granville and Pomerance [3]. The case that $d \geq 2$ is covered by Theorem 2.15.

Until now, we have only seen strong Carmichael numbers for $d \leq 3$, so let's look at some for larger values of $d$. We have tried to find "small" Carmichael numbers for those values of $d$, nevertheless they are still quite big. The method described above is very good at finding infinite families of strong Carmichael numbers. However, it does not always give small Carmichael numbers.

Recall that in the method for finding infinite families, we took a prime power $r^{c} \mid p^{i}-1$ and computed an exponent $b$ such that $q^{b}$ has small order $\bmod r^{c}$, because then $n=p^{a} q^{b}$ has small order $\bmod r^{c}$, hence $r^{c}\left|n^{j}-1\right| \mu(n, d)$. In that process, it might have been possible to take a smaller $b$ and still have that $n=p^{a} q^{b}$ has small order $\bmod r^{c}$. For Table 2.3 we first computed those exponents $a, b$ and then we looked if $p^{i} q^{j}$ was still Carmichael for $d$, where $i \mid a$ and $j \mid b$. We take divisors of $a$ and $b$ because then $n$ will at least still have small order modulo some primes dividing $\delta(p, d)$ and $\delta(q, d)$.

This method also has it limits however, since the number of divisors of $a$ and $b$ get large when $p, q$ or $d$ get large. An optimization of the search process when using two primes is to write $a=a_{s} \cdot a_{b}$ and $b=b_{s} \cdot b_{b}$, where $a_{s}$ consists of primes that are smaller than or equal to $d$ and $a_{b}$ consists of primes that are bigger than $d$, likewise for $b_{s}$ and $b_{b}$. This is useful, because if $s>d$ is a prime dividing the exponent $b$. Then by construction, there is a $k \leq d$ such that there exist a prime power $r^{e} \mid p^{k}-1$ such that the order of $q$ $\bmod r^{e}$ is a multiple of $s$. This is because then $q^{b}$ has small order $\bmod r^{e}$. This means that checking if $p^{i} q^{j}$ is Carmichael for $d$ with $s \nmid j$ is unnecessary, since then $q^{j}$ has order $\geq s>d \bmod r^{e}$, and $p^{i}$ has order $\leq d \bmod r^{e}$, so $n=p^{i} q^{j}$ has order $\geq s>d \bmod r^{e}$. But then $r^{e} \nmid n^{l}-1$ for all $1 \leq l \leq d$, hence $r^{e} \nmid \mu(n, d)$, so then $n$ can’t be Carmichael for $d$.

This method of splitting the exponents in a small part and a bigger part doesn't work as well when we have more than 2 distinct primes. E.g. if $n=p^{a} q^{b} r^{c}$ is Carmichael for $d$ and $s \mid p^{k}-1$ for some $k \leq d$, then we want that $q^{b} r^{c}$ has small order mod $s$. Then the construction says that we should compute the order $x_{s}$ of $q r \bmod \mathrm{~s}$ and then take $b$ and $c$ to be a multiple of $x_{s}$. However, if $x_{s}$ is big, then that doesn't give rise to a small Carmichael number. It might be possible that $q^{2} r$ has small order $y_{s}<x_{s} \bmod s$, in that case, it might be better to let $b$ be a multiple of $2 y_{s}$ and $r$ a multiple of $y_{s}$. However, this seems hard to predict. This is why we don't have a very fast way to construct small Carmichael numbers with 3 divisors or more.

| $d$ | Smallest known non prime power Carmichael number $n$ for $d$ | \#digits of $n$ |
| :---: | :---: | :---: |
| 1 | $3 \cdot 11 \cdot 17$ | 3 |
| 2 | $3 \cdot 5$ | 2 |
| 3 | $7^{2} \cdot 11^{2}$ | 4 |
| 4 | $11^{4} \cdot 13^{6}$ | 11 |
| 5 | $5^{240} \cdot 7^{42}$ | 183 |
| 6 | $7^{210} \cdot 19^{560}$ | 894 |
| 7 | $7^{53130} \cdot 19^{94640}$ | 165922 |
| 8 | $11^{28768740} \cdot 19^{24454290}$ | 61230567 |

Table 2.3: Small strong Carmichael numbers
The "small" strong Carmichael numbers we found are not necessarily the smallest ones, since other choices of primes might result in smaller numbers. Also, the Carmichael numbers in Table 2.3 are not always part of an infinite family of the form $p_{1}^{m_{1} e_{1}} \cdots p_{k}^{m_{k} e_{k}}$.

We also looked for Carmichael numbers that aren't perfect powers, i.e. the exponents have a gcd of 1. Up to now, we haven't really looked at non-perfect power Carmichael numbers. This is because our method for finding infinite families does not always produce non-perfect powers. That is why we can't prove something like that there are infinitely many of them. We only have been able to find them for the first few values of $d$. One way to get Carmichael numbers that are not a perfect power might be by considering numbers $n$ that have a lot of distinct prime factors. Because this might increase the chance that the exponents have gcd 1. For example, see $d=4$ in Table 2.4. However, as
said before, we don't really have a good method for finding small Carmichael numbers when they have more than two distinct prime divisors.

| $d$ | Smallest known non-perfect power Carmichael number $n$ for $d$ | \#digits of $n$ |
| :---: | :---: | :---: |
| 1 | $3 \cdot 11 \cdot 17$ | 3 |
| 2 | $3 \cdot 5$ | 2 |
| 3 | $3^{3} \cdot 5 \cdot 13^{2}$ | 5 |
| 4 | $5^{16} \cdot 7^{7} \cdot 11 \cdot 13$ | 20 |
| 5 | - | - |
| 6 | - | - |
| 7 | - | - |
| 8 | - | - |

Table 2.4: Small non-perfect power Carmichael numbers
For completeness sake, we also list the number of non-perfect power Carmichael numbers below a million for the first values of $d$, like we did in Table 2.1 and Table 2.2,

| $d$ | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \#CM $(n, d)$ | 43 | 4097 | 3 | 0 | 0 | 0 | 0 | 0 |

Table 2.5: Number of non-perfect power Carmichael numbers below $10^{6}$
Remark 2.17. A question one can ask is whether there exist integers $n$ such that $(n, d)$ is Carmichael for all $d \geq 1$. Suppose that we have an integer $n$ with that property. Then $n$ is composite. Let $p$ be a prime divisor of $n$, then there exists an integer $d$ such that $p<d<n$. Theorem 2.8 now implies that $(n, d)$ can't be Carmichael, so those integers $n$ don't exist.
Interestingly enough, given an integer $N>1$, we can construct integers $n$ such that $(n, d)$ is a strong Carmichael number for all $d=2,3, \ldots, N$. Let $p, q>N$ be primes. We will now show that this can be done using the same construction as for the infinite families with these $p$ and $q$. Let $s^{e} \mid p^{i}-1$, where $1 \leq i \leq N$ and let $x_{s}$ be the order of $q \bmod s^{e}$. Then $p q^{x_{s}}$ has order $\leq i$, so by doing this for all $s^{e} \mid p^{i}-1$ and all $s^{e} \mid q^{i}-1$ and taking the lcm of the $x_{s}$ 's, we get exponents $a, b$ such that

$$
\delta(p, d), \delta(q, d) \mid \mu(n, d)
$$

for all $2 \leq d \leq N$, where $n=p^{a} q^{b}$. Thus $n$ will be Carmichael for all $2 \leq d \leq N$. For example,

$$
5^{12600} \cdot 7^{420}
$$

has 9162 digits and is Carmichael for all $2 \leq d \leq 5$, and

[^0]has roughly $7.23 \cdot 10^{95}$ digits and is Carmichael for all $2 \leq d \leq 20$. This number is so big that we can probably never write down its decimal expansion, since it is estimated that there are only $10^{80}$ atoms in the universe [35]. However, the construction of this number took less than a second, this is because we only had to factor $\delta(p, N)$ and $\delta(q, N)$, which are independent of the exponents $a$ and $b$.

### 2.2 Miller-Rabin in matrix groups

We will now make a few remarks about using matrix groups in compositeness tests. A possible test was already mentioned in the introduction of this chapter. For a possibly composite number $n$ we choose $d>1$ and compute $\mu(n, d)$. We then take a random matrix $A \in \operatorname{GL}(n, d)$ and check whether

$$
\begin{equation*}
A^{\mu(n, d)}=I \tag{2.2}
\end{equation*}
$$

holds or not. If it doesn't, then $n$ is composite. If it is true, then $n$ is probably prime. For $d=2$ we can see in Table 2.2 that there are quite a lot of Carmichael numbers below a million, i.e. integers $n$ which will never be detected as composite by this test. For $d>2$ there seem to be fewer Carmichael numbers, hence the chance of proving compositeness might increase. However, computing (2.2) becomes more expensive when $d$ grows. We will give two algorithms to compute that matrix power. The first one is the most natural one, but not that fast, the second one is slightly more sophisticated and also faster.

Proposition 2.18. Suppose that multiplying two matrices in $G L(n, d)$ can be done in $\widetilde{\mathcal{O}}\left(\log (n) d^{w}\right)$. Then computing $A^{\mu(n, d)}$ in (2.2) can be done in

$$
\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{2+w}\right)
$$

In particular, with $w=3$, computing $A^{\mu(n, d)}$ in (2.2) can be done in

$$
\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{5}\right)
$$

Proof. Using binary exponentiation, we can compute $A^{m}$ in $\mathcal{O}(\log (m))$ matrix multiplications $\bmod n$. Now,

$$
\mu(n, d)<n^{\left\lceil\log _{n}(d)\right\rceil} \prod_{i=1}^{d} n^{i}=n^{\left\lceil\log _{n}(d)\right\rceil+\sum_{i=1}^{d} i}=n^{\left\lceil\log _{n}(d)\right\rceil+\frac{1}{2} d(d+1)} .
$$

So, $\log (\mu(n, d))<\left(\frac{1}{2} d(d+1)+\left\lceil\log _{n}(d)\right\rceil\right) \log (n)$. Then because $d \geq \log _{n}(d)$, we have that $\log (\mu(n, d)) \in \mathcal{O}\left(\log (n) d^{2}\right)$. Hence we can compute $A^{\mu(n, d)}$ in $\mathcal{O}\left(\log (n) d^{2}\right)$ matrix multiplications mod $n$.

The above result in polynomial in $\log (n)$ and $d$, but the exponent of $d$ is quite large. Fortunately, there is a more efficient way to compute $A^{\mu(n, d)}$. We use ideas from [12].

Proposition 2.19. Suppose that multiplying two matrices in $G L(n, d)$ can be done in $\widetilde{\mathcal{O}}\left(\log (n) d^{w}\right)$ and that the characteristic polynomial of $A$ equals its minimal polynomial. Then $A^{\mu(n, d)}$ can be computed in

$$
\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{3}+\log (n) d^{w+1}\right)
$$

and we can check if $A^{\mu(n, d)}=I$ in

$$
\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{3}\right)
$$

Proof. The characteristic polynomial of $A$ can be computed in $\mathcal{O}\left(d^{w} \log (n)\right)$ [24]. We know from the Cayley-Hamilton theorem that $A$ is a root of its own characteristic polynomial $f_{A}(x)$. This means we can first compute

$$
g(x)=x^{\mu(n, d)} \bmod f_{A}(x)
$$

and then compute $g(A)$ to get $A^{\mu(n, d)}$. This is great, since multiplying polynomials is not as expensive as multiplying matrices. Note that $\operatorname{deg}\left(f_{A}(x)\right)=d$. The product of two polynomials in $\mathbb{Z} / n \mathbb{Z}[x]$ of degree $d$ can be computed in $\widetilde{\mathcal{O}}(d \log (n))$ using fast multiplication [6, Chapter 4]. We then have to reduce that product $\bmod f_{A}$, which can be done in time $\widetilde{\mathcal{O}}(d \log (n))$ [6, Chapter 17]. Then we can use binary exponentiation to compute $g(x) \bmod f_{A}(x)$ in

$$
\widetilde{\mathcal{O}}(\log (\mu(n, d)) \cdot d \log (n))=\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{3}\right)
$$

Finally, since $g$ has degree at most $d-1$, we can retrieve $g(A)=\sum_{i=0}^{d-1} a_{i} A^{i}$ by first computing $A^{2}, A^{3}, \ldots, A^{d-1}$ in time $\widetilde{\mathcal{O}}\left(d \cdot d^{w} \log (n)\right)=\widetilde{\mathcal{O}}\left(d^{w+1} \log (n)\right)$, and then since the sum of two matrices $\bmod n$ can be computed in $\widetilde{\mathcal{O}}\left(\log (n) d^{2}\right)$, we can compute $g(A)=\sum_{i=0}^{d-1} a_{i} A^{i}$ in $\widetilde{\mathcal{O}}\left(d \cdot \log (n) d^{2}\right)=\widetilde{\mathcal{O}}\left(\log (n) d^{3}\right)$. In total, we get that we can compute $A^{\mu(n, d)}$ in

$$
\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{3}+\log (n) d^{w+1}\right)
$$

Now note that $A^{\mu(n, d)}=I$ if and only if $g(x)=1 \bmod f_{A}$, since $f_{A}$ is the minimal polynomial of $A$. Hence, if we only want to see if $A^{\mu(n, d)}=I$ or not, then we don't have to compute $A^{2}, A^{3}, \ldots A^{d-1}$. By skipping that part, the total running time is

$$
\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{3}\right)
$$

We see that the method in Proposition 2.19 is a factor $\widetilde{\mathcal{O}}\left(d^{w-1}\right)$ faster than the method in Proposition 2.18 in checking if $A^{\mu(n, d)}=I$. This is quite substantial, because there are $d^{2}$ elements in a matrix of dimension $d$, so $w \geq 2$. Currently, the best value of $w$ is 2.3728639 [17].

Remark 2.20. Suppose that we do the compositeness test described above Proposition 2.18 with $d=2$ and $n$ a prime number and suppose that we have a random matrix
$A \in \mathrm{GL}(n, 2)$. If $A$ is diagonalizable, then we can write $A=P D P^{-1}$ for some diagonal matrix $D=\operatorname{diag}(a, b) \in \operatorname{GL}(n, 2)$. But then

$$
A^{n-1}=\left(P D P^{-1}\right)^{n-1}=P D^{n-1} P^{-1}=P I P^{-1}=I .
$$

Where we used that $a^{n-1} \equiv b^{n-1} \equiv 1 \bmod n$, since $n$ is prime. This means that raising the matrix to the power $\mu(n, 2)$ would be overkill in this situation.
Furthermore, if $n$ is not prime and $A$ is diagonalizable modulo all the divisors of $n$, then for $A^{\mu(n, 2)}=I$ to happen, we only need that $\mu(n, 2)$ is a multiple of $p-1$ for all $p \mid n$. But then it's better to do a usual Fermat test modulo $n$, because $\mu(n, 2)$ has a lot more factors than the exponent $n-1$ occurring in the classic Fermat test. So then it's less effective in showing the compositeness of $n$ than the classical Fermat test.
This shows that most of the time it's better to have a matrix that is not diagonalizable modulo at least one of its divisors. For the $d=2$ case, there is a nice way to do this using the Legendre symbol. We know from linear algebra that if $p$ is prime, then a matrix $A \in \mathrm{GL}(p, d)$ is diagonalizable if the characteristic polynomial splits in $d$ distinct factors. Let $\delta$ be the discriminant of the characteristic polynomial of $A \in \operatorname{GL}(p, 2)$. Then $A$ is not diagonalizable if $\left(\frac{\delta}{p}\right)=-1$. If we switch back to the case that $n$ is composite, then we see that $\left(\frac{\delta}{n}\right)=-1$ implies that $\left(\frac{\delta}{p}\right)=-1$ for some $p \mid n$. Hence the matrix won't be diagonalizable modulo at least one divisor of $n$. Given a polynomial $f$, we can construct a matrix with characteristic polynomial $f$ by computing its companion matrix [8].
For general $d$ it is still nice to use matrices whose characteristic polynomial does not split in factors of small degree, for the same reason as above. In the next chapter we will look at a lot of interesting ways to construct polynomials of large degree that are irreducible modulo at least one divisor of $n$.

Until now in this chapter, the only compositeness test we have looked at is a Fermat test for matrices. We will now show that another classical test in $\mathbb{Z} / n \mathbb{Z}$ can also be generalized to a test in $\operatorname{GL}(n, d)$, namely the Miller-Rabin test. As a test in $\mathbb{Z} / n \mathbb{Z}$, Miller-Rabin searches for "strange" square roots of $1 \bmod n$. This is because if $n$ is prime, then the only two solutions to $x^{2} \equiv 1 \bmod n$ are $x=1$ and $x=-1$. This is because in that case $\mathbb{Z} / n \mathbb{Z}$ is a field. If $n$ has more than one distinct prime divisor however, then there are more than two roots of $1 \bmod n$.

If we want to generalize this to matrix groups, then we have to know what the roots of the identity matrix $I \bmod n$ are when $n$ is prime. We of course have the usual suspects $I$ and $-I$, but what about $\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right)$ or $\left(\begin{array}{ll}1 & 0 \\ 1 & 2\end{array}\right) \bmod 3$ ? It turns out that there are a lot of square roots of $I$, especially if $n$ or $d$ is large.
Proposition 2.21. Let $p$ be an odd prime, then for all $A \in G L(p, d)$ we have that

$$
A^{2}=I \Longleftrightarrow A \text { is similar to } \operatorname{diag}\left(I_{t},-I_{d-t}\right) \text { for some } 1 \leq t \leq d
$$

Two matrices $A$ and $B$ are similar if there exists an invertible matrix $C$ such that $A=C B C^{-1}$. The implication from right to left is not hard. Since then we can write

$$
A=P \cdot \operatorname{diag}\left(I_{t},-I_{d-t}\right) \cdot P^{-1}
$$

for some $P \in \operatorname{GL}(p, d)$ and some $1 \leq t \leq d$. It follows that $A^{2}=P I P^{-1}=I$. The converse however is a bit harder, we refer to [23].

Lemma 2.22. Similar matrices $A$ and $B$ have the same characteristic polynomial $p_{A}(x)$ and $p_{B}(x)$.

Proof. Suppose that matrices $A$ and $B$ are similar, say $B=P A P^{-1}$. Recall that the characteristic polynomial of $A$ can be defined as $\operatorname{det}(x I-A)$. Now,

$$
\begin{aligned}
p_{B}(x) & =\operatorname{det}(x I-B)=\operatorname{det}\left(x I-P A P^{-1}\right)=\operatorname{det}\left(P x I P^{-1}-P A P^{-1}\right) \\
& =\operatorname{det}\left(P(x I-A) P^{-1}\right)=\operatorname{det}(P) \operatorname{det}(x I-A) \operatorname{det}\left(P^{-1}\right)=\operatorname{det}(x I-A)=p_{A}(x)
\end{aligned}
$$

Lemma 2.23. $\mu(n, d)$ can be computed in $\widetilde{\mathcal{O}}\left(\log (n) d^{2}\right)$.
Proof. We have to compute a lcm of a list, this can be done using the following rule:

$$
\operatorname{lcm}(a, b, c)=\operatorname{lcm}(\operatorname{lcm}(a, b), c)
$$

The computation of the lcm of two $\mathcal{O}(m)$ bit numbers can be done in $\widetilde{\mathcal{O}}(m)$ using a faster version of the Euclidean algorithm [40] and the fact that $\operatorname{lcm}(a, b)=\frac{a b}{\operatorname{gcd}(a, b)}$. Now, the list has length $d$ and the bit size of the largest occurring number in the sequence of lcm's is $\mathcal{O}\left(\log (n) d^{2}\right)$, since $\log (\mu(n, d)) \in \mathcal{O}\left(\log (n) d^{2}\right)$. Hence we can compute $\mu(n, d)$ in $\widetilde{\mathcal{O}}\left(\log (n) d^{2}\right)$.

Using all those ingredients, we can now state a Miller-Rabin like test for matrices. In the algorithm, $n$ is the number we want to test for compositeness, $d$ is the dimension of the matrices used and $k$ is the number of tries.

```
Algorithm 1 Miller-Rabin with matrices
    function \(\operatorname{MR}(n, d, k)\)
        if \(n\) is a perfect power then
            return \(n\) is composite
        end if
        \(x=\mu(n, d)\)
        write \(x=2^{s} y\) where \(y\) is odd
        precompute all polynomials of the form \((x-1)^{t}(x+1)^{d-t}\) with \(0 \leq t \leq d\)
        \(i=0\)
        while \(i<k\) do
            pick random \(d\) by \(d\) matrix \(A\)
            \(f=\) CharacteristicPolynomial \((A)\)
            \(g=\operatorname{gcd}\left(f, f^{\prime}\right)\)
            if \(g\) does not exist then
                return \(n\) is composite
            end if
            if \(f(0)=0\) or \(g \neq 1\) then
                continue while loop
            end if
            \(i=i+1\)
            \(B=A^{y}\)
            if \(B=I\) then
                continue while loop
            end if
            count \(=0\)
            while \(B^{2} \neq I\) and count \(<s\) do
                \(B=B^{2}\)
                count \(=\) count +1
            end while
            \(g=\) CharacteristicPolynomial \((B)\)
            if \(g\) is not of the form \((x-1)^{t}(x+1)^{d-t}\) then
                return \(n\) is composite
            end if
            if \(B\) can't be diagonalized to \(\operatorname{diag}\left(I_{t},-I_{d-t}\right)\) then
                return \(n\) is composite
            end if
        end while
        return \(n\) is probable prime
    end function
```

Proposition 2.24. Algorithm 1 is correct and runs in $\widetilde{\mathcal{O}}\left(k d^{3} \log (n)^{2}\right)$.
Proof. We first prove the correctness of the algorithm. If $g$ in line 12 is equal to 1 , then we know that $f$ is square-free. This implies that the characteristic polynomial and
the minimal polynomial of $A$ coincide, since there are no duplicate eigenvalues, see [15, Theorem 4.7]. The gcd is computed using the Euclidean algorithm, if $n$ is not prime, then it is possible that one of the leading coefficients of a polynomial in that process is not invertible, showing that $n$ is not prime. Note that $f(0)= \pm \operatorname{det}(A)$, so $f(0) \neq 0$ makes sure that $A$ is an element of $\operatorname{GL}(n, d)$ in the case that $n$ is prime. If $n$ is not prime then it is possible that $\operatorname{det}(A) \neq 0$ but $A \notin \mathrm{GL}(n, d)$. This is certainly not a problem, since then $A^{\mu(n, d)} \neq I$, so we would prove that $n$ is indeed composite. By Theorem 2.3, we know that $B^{2}$ in line 25 is eventually $I$ if $n$ is prime. In line 30 we assert that $g$ is of the form $(x-1)^{t}(x+1)^{d-t}$, because that is the characteristic polynomial of $\operatorname{diag}\left(I_{t},-I_{d-t}\right)$ and Proposition 2.21 and Lemma 2.22 tell us that $g$ has to be of that form. Now note that $B$ is diagonalizable if and only if $B$ is similar to $\operatorname{diag}\left(I_{t},-I_{d-t}\right)$, so in line 33 we explicitly check if $B$ is similar to $\operatorname{diag}\left(I_{t},-I_{d-t}\right)$ or not.

Now we look at the running time. We begin by checking if $n$ is a perfect power. This can be done by checking if one of $n^{1 / 2}, \ldots, n^{1 /\lfloor\log (n)\rfloor}$ is an integer. A very efficient version of this algorithm by Bernstein [7] runs in $\mathcal{O}\left(\log (n)^{2}\right)$. In line 5 we compute $\mu(n, d)$, which can be done in $\widetilde{\mathcal{O}}\left(\log (n) d^{2}\right)$ by Lemma 2.23 . In line 7 we compute a list of $d+1$ polynomials. Every polynomial is computed by a product of $d$ polynomials of degree $\leq d$, so that can be done in $\widetilde{\mathcal{O}}\left(d^{3} \log (n)\right)$. In lines 11 and 29 we can compute the characteristic polynomial in $\widetilde{\mathcal{O}}\left(d^{w} \log (n)\right)$ according to [24]. In line 12 we compute the $\operatorname{gcd}$ in $\widetilde{\mathcal{O}}\left(d^{2} \log (n)\right)$. In line 20 and in the while loop that starts in line 25 , we compute in total $A^{\mu(n, d)}$, we know from Proposition 2.19 that this can be done in $\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{3}\right)$. If we reach line 33 , then we know that the eigenvalues of $B$ are 1 or -1 . So we can try to diagonalize $B$ by computing $\operatorname{ker}(B-I)$ and $\operatorname{ker}(B+I)$ using Gaussian elimination in $\widetilde{\mathcal{O}}\left(d^{3} \log (n)\right)$ [4]. Now note that $B$ is diagonalizable if and only if we get $d$ independent eigenvectors. We see that the running time of the while loop of line 9 is dominated by the computation time of $A^{\mu(n, d)}$. Since we repeat the process at most $k$ times, the total running time is $\widetilde{\mathcal{O}}\left(k d^{3} \log (n)^{2}\right)$.

Example 2.25. We will use Algorithm 1 to see if $n=377$ is prime or not, using $d=2$. We compute $\mu(n, d)=53582256=2^{4} \cdot 3348891$. The first random matrix we pick is $A=\left(\begin{array}{c}20 \\ 127 \\ 5\end{array}\right)$, with $\operatorname{det}(A)=240$. Note that $\operatorname{gcd}(240, n)=1$, so if $n$ is not prime, then at least $A \in \mathrm{GL}(p, d)$ for all $p \mid n$. We continue by computing $B=A^{3348891}=\left(\begin{array}{c}153 \\ 197 \\ 293\end{array}\right)$. We now repeatedly square this matrix and look if we get a normal square root of $I$. We have that $B^{2}=\left(\begin{array}{ll}71 & 137 \\ 21 & 306\end{array}\right)$ and $B^{4}=I$. We compute that the characteristic polynomial of $B^{2}$ is $x^{2}-1=(x-1)(x+1)$, hence it is a "normal" square root of $I$. At this stage we might think that $n$ is prime. However, the next random matrix we pick is $A=\left(\begin{array}{cc}360 & 239 \\ 122 & 39\end{array}\right)$ with $\operatorname{det}(A)=339$ and $\operatorname{gcd}(339, n)=1$. Then

$$
B=A^{3348891}=\left(\begin{array}{cc}
204 & 348 \\
348 & 30
\end{array}\right), \quad B^{2}=\left(\begin{array}{cc}
233 & 0 \\
0 & 233
\end{array}\right), \quad B^{4}=I
$$

We compute that the characteristic polynomial of $B^{2}$ is $x^{2}+288 x+1$, which is not of the form $(x-1)^{i}(x+1)^{2-i}$ for some $0 \leq i \leq 2$. Hence we found an unexpected root of $I$, so $n$ is not prime. Furthermore, we can find a factor of $n$ is this situation, since we
know that the characteristic polynomial of $B^{2}$ is of the form $(x-1)^{i}(x+1)^{2-i}$ modulo the prime divisors of $n$, where $i$ can vary for the different factors of $n$. If we look at $x^{2}+288 x+1-(x-1)^{2}=290 x$ then we can compute $\operatorname{gcd}(290, n)=29$. So we can factor $n=13 \cdot 29$. However, this is not a very good factorization algorithm in general, since if $n$ does not have small prime factors, then most of the time we have that $A^{\mu(n, d)} \neq I$, so we don't get into that situation.

Although we have shown that Algorithm 1 is correct, it would of course be a lot better if we could also say something about the probability that this test detects a composite number $n$. It is natural to look at the proof of the classical Miller Rabin test and look if we can do something similar here. Those proofs (like [14]) often look at sets like $H=\left\{a \in \mathbb{Z} / n \mathbb{Z} \mid a^{n-1}=1\right\}$, it is not hard to see that this is a subgroup of $(\mathbb{Z} / n \mathbb{Z})^{*}$, since if $a^{n-1}=b^{n-1}=1 \bmod n$, then also $(a b)^{n-1}=1 \bmod n$. This is very useful, because if $n$ is not a Carmichael number, then $H$ is a subgroup of $(\mathbb{Z} / n \mathbb{Z})^{*}$ of index at least 2 , which gives a probability of at least one half that $a^{n-1} \neq 1 \bmod n$. For the case that $n$ is a Carmichael number, another subgroup of $(\mathbb{Z} / n \mathbb{Z})^{*}$ is considered. The problem for us is that GL $(n, d)$ is not commutative for $d>1$, so we can't construct such subgroups.

Our test consists of two major steps. Checking if $A^{\mu(n, d)}=I$ and checking if we don't encounter any unexpected square roots of $I$. Using the second property, we have been able to prove that a composite number $n$ is detected with probability at least one half using Algorithm 1. This is not bad, because it means that if we run the test $k$ times, then we either proved that $n$ is composite or we know that the probability that $n$ is composite is less than $2^{-k}$, which gets small very quickly. However, it still not very useful in practice, since the classical Miller-Rabin test for example is more efficient.

Lemma 2.26. Let $G$ be a cyclic group with order $2^{s} y$, where $y$ is odd. If $g$ is a random element of $G$, then the probability that $2^{s} \mid \operatorname{order}(g)$ is $1 / 2$.

Proof. Since $G$ is cyclic, we know that if $m \mid \# G$, then there are $\phi(m)$ elements of order $m$ in $G$, where $\phi$ is the Euler phi function. This means that the number of elements in $G$ whose order is divisible by $2^{s}$ is

$$
\sum_{a \mid y} \phi\left(2^{s} a\right)=\phi\left(2^{s}\right) \sum_{a \mid y} \phi(a)=2^{s-1} y=\frac{1}{2} \# G
$$

Proposition 2.27. Let $n, d \in \mathbb{Z}_{\geq 1}$ and suppose that $n$ is composite. Then $(n, d)$ passes one run of Algorithm 1 with probability at most $1 / 2$.
Proof. If $A^{\mu(n, d)} \neq I$, then it shows that $n$ is composite, so suppose $A^{\mu(n, d)}=I$. We know that $n$ is not a perfect power, so $n$ has at least two distinct prime divisors $p$ and $q$. We follow the notation from Algorithm 1, so let $A$ be the random matrix we pick. Now, $\operatorname{gcd}\left(f, f^{\prime}\right)=1$ implies that $f$ is square-free modulo all divisors of $n$, where $f$ is the characteristic polynomial of $A$. This means that $A$ is diagonalizable in large enough extensions of $\mathbb{F}_{p}$ and $\mathbb{F}_{q}$. Say $A=P D P^{-1}$ in $\mathbb{F}_{p^{r}}$ and $A=Q E Q^{-1}$ in $\mathbb{F}_{q^{s}}$, where $D$
and $E$ are diagonal matrices.
In the algorithm we compute $B=A^{y}$, where $y$ is the odd part of $\mu(n, d)$. Then since $A^{\mu(n, d)}=I$, we know that the order of $B$ is a power of 2 modulo all divisors of $n$. Hence the order of $D^{y} \bmod p$ and $E^{y} \bmod q$ are both a power of 2 . Now, suppose that $f$ factors into irreducibles as $f_{1} \cdots f_{r}$ in $\mathbb{F}_{p}$ and as $g_{1} \cdots g_{s}$ in $\mathbb{F}_{q}$. Let $F_{i}=\mathbb{F}_{p}[x] /\left(f_{i}\right)$ and $G_{i}=\mathbb{F}_{q}[x] /\left(g_{i}\right)$ for all $i$. If $\alpha_{i j}$ for $j=1, \ldots, \operatorname{deg}\left(f_{i}\right)$ are the roots of $f_{i}$ in $F_{i}$ and $\beta_{i j}$ the roots of $g_{i}$ in $G_{i}$ for all $i$. Then the elements on the diagonal of $D$ are precisely $\alpha_{i j}^{y}$ with $1 \leq i \leq r$ and $1 \leq j \leq \operatorname{deg}\left(f_{i}\right)$, likewise for the matrix $E$. We see that if $p_{\max }$ is the largest order of an element in $D^{y} \bmod p$ and if $q_{\max }$ is the largest order of an element in $E^{y} \bmod q$. Then we get an expected root of $I$ if and only if $p_{\max }=q_{\max }$ and the number of $\alpha_{i j}^{y}$ that have maximal order $p_{\max }$ equals the number of $\beta_{i j}^{y}$ that have order $q_{\max }$. We will show this happens with probability at most $1 / 2$.
Let $a$ be an index such that $\# F_{a}^{*}$ has the most factors of 2 of all $F_{i}$, likewise an index $b$ for the $G_{i}$. There might be multiple copies of $F_{a}$ or $G_{b}$, since $f$ can have multiple irreducible factors of the same degree. So say that there are $v$ copies of $F_{a}$ and $w$ copies of $G_{b}$. We will now use that all of the groups $F_{i}^{*}$ and $G_{i}^{*}$ are cyclic. Note that if $i$ is fixed, then the multiplicative order of all the $\alpha_{i j}$ is the same, likewise for the $\beta_{i j}$.
First suppose that $p_{\max } \neq q_{\max }$, say $p_{\max }>q_{\max }$. Then by Lemma 2.26, we know that the $\alpha_{a j}^{y}$ for $j=1, \ldots, \operatorname{deg}\left(f_{a}\right)$ have order $2^{p_{\max }}$ with probability $1 / 2$. There can't be any elements $\beta_{i j}^{y}$ with such large order, hence we get an unexpected root of $I$ in that case. Now suppose that $p_{\max }=q_{\max }$. By Lemma 2.26 . we expect $\frac{v \operatorname{deg}\left(f_{a}\right)}{2}$ elements $\alpha_{i j}^{y}$ of order $p_{\max }$ and $\frac{w \operatorname{deg}\left(g_{b}\right)}{2}$ elements $\beta_{i j}^{y}$ of order $q_{\max }$. The probability that those fractions are equal is maximal when $v=w$ and $\operatorname{deg}\left(f_{a}\right)=\operatorname{deg}\left(g_{b}\right)$. The probability that $k \operatorname{deg}\left(f_{u}\right)$ elements $\alpha_{i j}^{y}$ have order $p_{\max }$ is $x=\binom{v}{k}(1 / 2)^{v}$, since it is binomially distributed with probability $1 / 2$. Hence the the probability that the number of $\alpha_{i j}^{y}$ that have maximal order $p_{\max }$ equals the number of $\beta_{i j}^{y}$ that have order $p_{\max }$ is:

$$
\sum_{k=0}^{v}\left(\binom{v}{k}\left(\frac{1}{2}\right)^{v}\right)^{2}=\left(\frac{1}{4}\right)^{v} \sum_{k=0}^{v}\binom{v}{k}^{2}=\left(\frac{1}{4}\right)^{v}\binom{2 v}{v} \leq\left(\frac{1}{4}\right)^{v} 2^{2 v-1}=\frac{1}{2}
$$

It would be nice if we could prove that the probability that Algorithm 1 detects composite numbers would increase if we increase $d$. Experimental testing does seem to support this idea. For all of the composite non-perfect power numbers $n$ below $10^{4}$ and for all $1 \leq d \leq 5$, we computed an approximation of the probability that Algorithm 1 detects that $n$ is composite in one run. We did this by running the algorithm on $10^{4}$ random $d$ by $d$ matrices for all of those $n$ and for all $1 \leq d \leq 5$.

|  | $n \leq 10^{2}$ |  | $n \leq 10^{3}$ |  | $n \leq 10^{4}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d$ | average | worst | average | worst | average | worst |
| 1 | 0.957 | 0.792 | 0.989 | 0.772 | 0.997 | 0.764 |
| 2 | 0.983 | 0.885 | 0.994 | 0.883 | 0.998 | 0.831 |
| 3 | 0.995 | 0.947 | 0.998 | 0.939 | 0.9994 | 0.921 |
| 4 | 0.995 | 0.969 | 0.998 | 0.966 | 0.9996 | 0.960 |
| 5 | 0.998 | 0.984 | 0.9995 | 0.981 | 0.9999 | 0.981 |

Table 2.6: Approximation of the probability that Algorithm 1 detects composite numbers in one run in certain intervals.

Remark 2.28. You might be wondering if a Miller-Rabin like test can be used in some other groups that can be defined modulo $n$. Here is a rough list of things you need to be able to do in the case that $n$ is prime:

- Efficiently compute the order of the group.
- Efficiently pick a random element of your group.
- Know what the elements of order 2 are.

An example would be elliptic curves. Since if $n$ is prime, then we can compute the order of an elliptic curve over $\mathbb{F}_{n}$ in polynomial time [42], we can pick random elements by computing square roots $\bmod n$, and the elements $P=(x, y)$ of order 2 are of the form $(x, 0)$. If $n$ is not prime, then you might fail to accomplish one of those requirements, but that would already show that $n$ is not prime. One drawback of this method is that the computation of the order of the elliptic curve is not very fast. There are some exceptions however, for example when you look at supersingular curves, see [20]. Another interesting instance of a Miller-Rabin like test can be done in quadratic unique factorization domains 50].

### 2.3 Lucas-Lehmer in matrix groups

Another famous primality test is the Lucas-Lehmer test for Mersenne numbers. It states that if $p$ is an odd prime, then $q=2^{p}-1$ is prime if and only if $s_{p-2}=0 \bmod q$, where

$$
s_{i}= \begin{cases}4 & \text { if } i=0  \tag{2.3}\\ s_{i-1}^{2}-2 & \text { otherwise }\end{cases}
$$

This gives a very efficient test to check if a Mersenne number is prime or not. Currently [19], the largest known prime number is a Mersenne prime, namely

$$
2^{82589933}-1
$$

which has more than 24 million decimal digits. Since this chapter is about matrices, we will give a matrix approach to this test. We follow in essence the same proof as in 10
and [38], but we have translated it to the world of matrices. In Theorem 2.31 we will see that there is a very nice way to go from the matrix world back to the setting of 2.3 ).

Proposition 2.29. Let $p$ be an odd prime and let $q=2^{p}-1$. Let $A$ be a matrix in $\mathrm{GL}(q, 2)$ with characteristic polynomial

$$
p_{A}(x)=x^{2}-4 x+1
$$

Then $q$ is prime if and only if

$$
A^{2^{p-1}}=-I
$$

Proof. First suppose that $A^{2^{p-1}}=-I$. This implies that $A$ has order $2^{p}$ modulo all divisors of $q$. If $q$ is not prime, then $q$ has a prime divisor $r$ with $r \leq \sqrt{q}$. We know that, as an element of GL $(r, 2)$, the order of $A$ divides $r\left(r^{2}-1\right)$. Now, $q$ is odd, hence so is $r$. This means that the factors 2 have to lie in the $r^{2}-1$ part. Now, $r^{2}-1 \leq q-1<q+1=2^{p}$, but $A$ has order $2^{p} \bmod r$. This gives a contradiction, thus $q$ is prime.
Now suppose that $q$ is prime. Note that the discriminant of $p_{A}(x)$ is $16-4=12=2^{2} \cdot 3$. Now,

$$
\left(\frac{12}{q}\right)=\left(\frac{3}{q}\right)=-\left(\frac{q}{3}\right)
$$

where in the last step we used quadratic reciprocity and the fact that $q=3 \bmod 4$. Now, since $p$ is odd, we know that $2^{p}=2 \bmod 3$. Hence

$$
\left(\frac{q}{3}\right)=\left(\frac{2^{p}-1}{3}\right)=\left(\frac{1}{3}\right)=1
$$

Thus $\left(\frac{12}{q}\right)=-1$, which means that $p_{A}(x)$ is irreducible over $\mathbb{F}_{q}$. We will now use the correspondence between $A$ and $x \bmod p_{A}(x)$ as described below Theorem 2.3. Note that $p_{A}(x)$ factors in $\mathbb{F}_{q^{2}}$ as $(x-(2+\sqrt{3}))(x-(2-\sqrt{3}))$. Let $\omega=2+\sqrt{3}$ and $\bar{w}=2-\sqrt{3}$ in $\mathbb{F}_{q^{2}}$. If we can show that $w^{2^{p-1}}=-1$ and $\bar{w}^{2^{p-1}}=-1$, then $x^{2^{p-1}}=-1 \bmod p_{A}(x)$ and hence $A^{2^{p-1}}=-I$. Note that

$$
\frac{(3+\sqrt{3})^{2}}{6}=\frac{9+6 \sqrt{3}+3}{6}=\omega
$$

Hence

$$
(6 \omega)^{2^{p-1}}=(3+\sqrt{3})^{2^{p}}=(3+\sqrt{3})^{q}(3+\sqrt{3})=\left(3^{q}+\sqrt{3}^{q}\right)(3+\sqrt{3})
$$

by the freshman's dream. Now note that since $\left(\frac{3}{q}\right)=-1$, we know that $3^{\frac{q-1}{2}}=-1$, hence

$$
\sqrt{3}^{q}=\sqrt{3} \cdot 3^{\frac{q-1}{2}}=-\sqrt{3}
$$

We conclude that

$$
(6 \omega)^{2^{p-1}}=(3-\sqrt{3})(3+\sqrt{3})=9-3=6
$$

Now, since $q \equiv 7 \bmod 8$, we know that $\left(\frac{2}{q}\right)=1$, so $\left(\frac{6}{q}\right)=-1$. Thus

$$
\omega^{2^{p-1}}=\frac{6}{6^{2^{p-1}}}=\frac{1}{6^{2^{p-1}-1}}=\frac{1}{6^{\frac{q-1}{2}}}=\frac{1}{\left(\frac{6}{q}\right)}=-1
$$

We can do a similar calculation for $\bar{\omega}$, or we can note that

$$
\bar{\omega}^{2^{p-1}}=\omega^{q \cdot 2^{p-1}}=(-1)^{q}=-1 .
$$

Proposition 2.29 already gives us a way to detect Mersenne primes using matrices, take $A=\left(\begin{array}{ll}2 & 1 \\ 3 & 2\end{array}\right)$ for example. Then we can check if $q$ is prime in $\mathcal{O}(p)$ matrix multiplications mod $q$. This algorithm has the same asymptotic complexity as the classical Lucas-Lehmer test, since there you have to do $\mathcal{O}(p)$ integer multiplications mod $q$. However, this matrix approach is a constant factor slower, because multiplying 2 by 2 matrices consists of multiple integer multiplications instead of just 1.

To complete the discussion on the Lucas-Lehmer test, we will prove the correctness of the test in the famous form as in $(2.3)$. We do this by using the trace of a matrix. Recall that the characteristic polynomial of a 2 by 2 matrix $A$ is $x^{2}-\operatorname{tr}(A) x+\operatorname{det}(A)$.
Lemma 2.30. Let $p, q$ and $A$ as in Proposition 2.29. Then

$$
A^{2^{p-1}}=-I \text { if and only if } \operatorname{tr}\left(A^{2^{p-2}}\right)=0
$$

Proof. Write $B=A^{2^{p-2}}$. If $A^{2^{p-1}}=-I$ then $B^{2}+I=0$. So the characteristic polynomial of $B$ is $x^{2}+1$, hence $\operatorname{tr}(B)=0$. Now suppose that $\operatorname{tr}\left(A^{2^{p-2}}\right)=0$, then the characteristic polynomial of $B$ is $x^{2}+\operatorname{det}(B)$. We see that

$$
\operatorname{det}(B)=\operatorname{det}(A)^{2^{p-2}}=1^{2^{p-2}}=1
$$

Hence $B^{2}+I=0$, so $B^{2}=-I$.
We can now prove the correctness of the Lucas-Lehmer test via our matrix approach.
Theorem 2.31. Let $p$ be an odd prime and let $q=2^{p}-1$. Then $q$ is prime if and only if $s_{p-2}=0 \bmod q$.
Proof. Let $A$ be a matrix in $\operatorname{GL}(q, 2)$ with characteristic polynomial $p_{A}(x)=x^{2}-4 x+1$. We will first prove by induction that $\operatorname{tr}\left(A^{2^{i}}\right)=s_{i}$ for all $i \geq 0$. For $i=0$ we have that

$$
\operatorname{tr}\left(A^{2^{0}}\right)=\operatorname{tr}(A)=4=s_{0}
$$

Now let $m \geq 1$ and set $B=A^{2^{m-1}}$. Our induction hypothesis is that $\operatorname{tr}(B)=s_{m-1}$. We see that $B$ again has determinant one, so $B^{2}-\operatorname{tr}(B) \cdot B+I=0$. Then since the trace function is linear, we get that

$$
\operatorname{tr}\left(B^{2}\right)=\operatorname{tr}(B) \cdot \operatorname{tr}(B)-\operatorname{tr}(I)
$$

Thus

$$
\operatorname{tr}\left(A^{2^{m}}\right)=\operatorname{tr}(B)^{2}-2=s_{m-1}^{2}-2=s_{m}
$$

Now we use Proposition 2.29 and Lemma 2.30 to conclude that:

$$
q \text { is prime } \Longleftrightarrow A^{2^{p-1}}=-I \Longleftrightarrow \operatorname{tr}\left(A^{2^{p-2}}\right)=0 \Longleftrightarrow s_{p-2} \equiv 0 \bmod q
$$

## Chapter 3

## Finite Field Extensions

A lot of compositeness tests take in place in the ring $\mathbb{Z} / n \mathbb{Z}$, where $n$ is the number we want to test. If $n$ is prime then this ring is the finite field of $n$ elements $\mathbb{F}_{n}$. Not all finite fields have prime order, we can also create finite fields which are extensions of a finite field of prime order. This is done by adjoining a root of an irreducible polynomial in $\mathbb{F}_{n}[x]$ to $\mathbb{F}_{n}$. The orders of those extension fields are powers of the order of the prime field. More precisely, if $f \in \mathbb{F}_{n}[x]$ is irreducible of degree $d$ and has a root $\alpha$, then

$$
\mathbb{F}_{n}(\alpha) \cong \mathbb{F}_{n}[x] /(f) \cong \mathbb{F}_{n^{d}}
$$

is a finite field of order $n^{d}$. We can do computations in those finite fields using the polynomial representation $\mathbb{F}_{n}[x] /(f)$. E.g., given $\beta, \gamma \in \mathbb{F}_{n^{d}}$, we can get polynomial representations $h, g \in \mathbb{F}_{n}[x] /(f)$, respectively. Then say, computing $\beta \cdot \gamma$ can be done using polynomial multiplication: $h(x) g(x) \bmod (f, n)$. If it is clear that we are working modulo $n$, then we will just write $h(x) g(x) \bmod f$ instead.

### 3.1 Grantham's test

A natural question to ask is if there are any interesting primality or compositeness tests that take place in extensions of finite fields. We have just seen that if $n$ is prime then we can create those fields, as long as we can find irreducible polynomials. However, if $n$ is not prime, then $\mathbb{Z} / n \mathbb{Z}$ isn't even a field, let alone extensions of $\mathbb{Z} / n \mathbb{Z}$. This gives the following general setting for a compositeness test that uses finite fields. If $n$ is prime, then we can exploit properties of those finite fields, and if $n$ is not prime, then we can hope that those properties don't hold, showing that $n$ is indeed composite. We will now state some of those properties that we will use throughout this chapter. The first one is a well-known theorem from finite field theory [25, Theorem VIII.2.1].

Proposition 3.1. Let $p$ be a prime and let $d \in \mathbb{Z}_{\geq 1}$. Then $x^{p^{d}}-x$ is equal to the product of all monic irreducible polynomials in $\mathbb{F}_{p}[x]$ whose degree divides $d$.

Another property of finite fields comes from Galois theory and is strongly related to the one stated above [25, Theorem VIII.2.4].

Proposition 3.2. Let $p$ be a prime and let $f \in \mathbb{F}_{p}[x]$ be irreducible and of degree d. If $\alpha$ is a root of $f$ in some extension of $\mathbb{F}_{p}$, then the remaining $d-1$ roots of $f$ are

$$
\alpha^{p}, \alpha^{p^{2}}, \ldots, \alpha^{p^{d-1}}
$$

Equivalently, the automorphism group of $\mathbb{F}_{p^{d}}$ over $\mathbb{F}_{p}$ is generated by the the Frobenius homomorphism $\sigma$ that sends $\beta$ to $\beta^{p}$ for all $\beta \in \mathbb{F}_{p^{d}}$.

The next property is less well-known, so this time we will provide a proof. We follow the proof of [49, Theorem 1], but we only do the case that $f$ is irreducible. Let $\Delta(f)$ denote the discriminant of $f$. Recall that if $\alpha_{1}, \ldots, \alpha_{d}$ are the roots of $f$ in a splitting field of $f$, then

$$
\Delta(f)=\prod_{1 \leq i<j \leq d}\left(\alpha_{i}-\alpha_{j}\right)^{2}
$$

Proposition 3.3. Let $p$ be prime and let $f$ be irreducible over $\mathbb{F}_{p}$ of degree $d$. Then $\left(\frac{\Delta(f)}{p}\right)=1$ if and only if $d$ is odd.

Proof. Let $\alpha$ be a root of $f$ in some extension of $\mathbb{F}_{p}$. Then by Proposition 3.2, the roots of $f$ are $\sigma^{i}(\alpha)$ for $0 \leq i \leq d-1$. Then by the definition of the discriminant, we have that $\Delta(f)=\delta(f)^{2}$, where

$$
\delta(f)=\prod_{0 \leq i<j \leq d-1}\left(\sigma^{i}(\alpha)-\sigma^{j}(\alpha)\right)
$$

We will now use the fact that for all $a$ in some extension of $\mathbb{F}_{p}$, we have that $\sigma(a)=a$ if and only if $a \in \mathbb{F}_{p}$. We compute

$$
\begin{aligned}
\sigma(\delta(f)) & =\prod_{0 \leq i<j \leq d-1}\left(\sigma^{i+1}(\alpha)-\sigma^{j+1}(\alpha)\right)=\prod_{1 \leq i<j \leq d-1}\left(\sigma^{i}(\alpha)-\sigma^{j}(\alpha)\right) \cdot \prod_{i=1}^{d-1}\left(\sigma^{i}(\alpha)-\alpha\right) \\
& =(-1)^{d-1} \prod_{1 \leq i<j \leq d-1}\left(\sigma^{i}(\alpha)-\sigma^{j}(\alpha)\right) \cdot \prod_{i=1}^{d-1}\left(\sigma^{0}(\alpha)-\sigma^{i}(\alpha)\right) \\
& =(-1)^{d-1} \prod_{0 \leq i<j \leq d-1}\left(\sigma^{i}(\alpha)-\sigma^{j}(\alpha)\right)=(-1)^{d-1} \delta(f)
\end{aligned}
$$

Hence, we see that $\delta(f)=\sigma(\delta(f))$ if and only if $d$ is odd. Thus, $\Delta(f)$ is a square mod $p$ if and only if $d$ is odd.

The definition of the discriminant above Proposition 3.3 is not the usual way how the discriminant is computed in practice. Instead, it can be derived purely from the coefficients of the polynomial.

The final statement we need is a multiplicative rule for the discriminant of a polynomial.

Lemma 3.4. Let $p$ be prime and let $f, g \in \mathbb{F}_{p}[x]$, possibly reducible. Then

$$
\Delta(f g)=\Delta(f) \Delta(g) \beta^{2}
$$

for some $\beta \in \mathbb{F}_{p}$.
Proof. Let $\alpha_{1}, \ldots, \alpha_{k}$ and $\alpha_{k+1}, \ldots, \alpha_{l}$ be the roots of $f$ and $g$ respectively. Then $\alpha_{1}, \ldots, \alpha_{l}$ are the roots of $f g$, so

$$
\Delta(f g)=\prod_{1 \leq i<j \leq l}\left(\alpha_{i}-\alpha_{j}\right)^{2}=\Delta(f) \Delta(g) \prod_{1 \leq i \leq k<j \leq l}\left(\alpha_{i}-\alpha_{j}\right)^{2} .
$$

Let $\beta=\prod_{1 \leq i \leq k<j \leq l}\left(\alpha_{i}-\alpha_{j}\right)$, we will show that $\beta \in \mathbb{F}_{p}$ by showing that $\sigma(\beta)=\beta$. If $1 \leq i \leq k$, then $\sigma\left(\alpha_{i}\right)=\alpha_{\tau(i)}$, where $1 \leq \tau(i) \leq k$, since it is a root of $f$ again, even if $f$ is reducible. Likewise for the roots $\alpha_{j}$ with $k+1 \leq j \leq l$. So,

$$
\sigma(\beta)=\prod_{1 \leq i \leq k<j \leq l}\left(\alpha_{\tau(i)}-\alpha_{\tau(j)}\right)=\prod_{1 \leq i \leq k<j \leq l}\left(\alpha_{i}-\alpha_{j}\right)=\beta,
$$

since $\sigma$ is injective, so we get a permutation of the terms of $\beta$. Thus $\beta \in \mathbb{F}_{p}$.
We can now state and prove the correctness of the compositeness test of Grantham. The test takes as input an odd integer $n>1$ and a polynomial $f \in \mathbb{Z} / n \mathbb{Z}[x]$ of degree $d$ such that $\operatorname{gcd}(n, f(0) \Delta(f))=1$. We call $n$ a Frobenius probable prime with respect to $f$ if it passes Algorithm 2 with parameters $n$ and $f$.

```
Algorithm 2 Grantham's test
    function \(\operatorname{Grantham}(n, f)\)
        \(f_{0}(x)=f\)
        for \(1 \leq i \leq d\) do \(\quad \triangleright\) Factorization step
            \(F_{i}(x)=\operatorname{gcd}\left(x^{n^{i}}-x, f_{i-1}(x)\right)\)
            \(f_{i}(x)=f_{i-1}(x) / F_{i}(x)\)
        end for
        if one of the gcds does not exist or \(f_{d}(x) \neq 1\) then
            return \(n\) is composite
        end if
        for \(2 \leq i \leq d\) do \(\quad \triangleright\) Frobenius step
            if \(F_{i}\left(x^{n}\right) \neq 0 \bmod F_{i}(x)\) then
                return \(n\) is composite
            end if
        end for
        \(S=\sum_{2 \mid i}^{d} \operatorname{deg}\left(F_{i}(x)\right) / i \quad \triangleright\) Jacobi step
        if \((-1)^{S} \neq\left(\frac{\Delta(f)}{n}\right)\) then
            return \(n\) is composite
        end if
        return did not prove compositeness
    end function
```

Proposition 3.5. Algorithm 2 is correct and runs in $\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{2}\right)$, where $d=\operatorname{deg}(f)$.
Proof. We first prove the correctness of the algorithm. Suppose that $n$ is prime. Using Proposition 3.1, we see that in the Factorization step we have for all $1 \leq i \leq d$ that $F_{i}(x)$ is the product of the irreducible factors of $f$ of degree $i$. Then since $f$ has degree $d$, we expect that $f_{d}(x)=1$. It is possible that $f_{j}(x)=1$ for $j<d$, namely if $f$ is reducible over $\mathbb{F}_{n}$. If $n$ is not prime, then it is possible that one of the gcds does not exist. This happens if one of the leading coefficients of a polynomial in the process of the Euclidean algorithm is not invertible $\bmod n$.
Next up is the Frobenius step. Suppose again that $n$ is prime. Proposition 3.2 implies that $x^{n} \bmod F_{i}(x)$ is again a root of $F_{i}(x)$.
Finally, we arrive at the Jacobi step. Again, we suppose that $n$ is prime. Let $a_{i}=$ $\operatorname{deg}\left(F_{i}(x)\right) / i$, then $a_{i}$ is the number of irreducible factors of degree $i$ of $F_{i}(x)$. Write $F_{i}(x)=\prod_{j=1}^{a_{i}} G_{i, j}(x)$ for all $i$, where the $G_{i, j}$ are irreducible over $\mathbb{F}_{n}$. Then by first using Lemma 3.4 twice and then Proposition 3.3, we see that since the Jacobi symbol is multiplicative:

$$
\begin{aligned}
\left(\frac{\Delta(f)}{n}\right) & =\prod_{i=1}^{d}\left(\frac{\Delta\left(F_{i}\right)}{n}\right)=\prod_{i=1}^{d} \prod_{j=1}^{a_{i}}\left(\frac{\Delta\left(G_{i, j}\right)}{n}\right)=\prod_{\substack{i=1 \\
i \text { odd }}}^{d} 1^{a_{i}} \cdot \prod_{\substack{i=2 \\
i \text { even }}}^{d}(-1)^{a_{i}} \\
& =(-1)^{\sum_{2 \mid i}^{d} a_{i}}=(-1)^{S} .
\end{aligned}
$$

Now we determine the running time of the algorithm. In the Factorization step we can first compute $x^{n^{i}} \bmod f_{i-1}(x)$ and then $\operatorname{gcd}\left(x^{n^{i}}-x, f_{i-1}(x)\right)$. We thus have to compute $x^{n}, x^{n^{2}}, \ldots, x^{n^{d}} \bmod g$, where $g$ has degree $\leq d$. This can be done in $\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{2}\right)$ using binary exponentiation and fast multiplication [6, Chapter 4]. The $d$ quotients can be computed in at most $\widetilde{\mathcal{O}}\left(\log (n) d^{2}\right)$ 6, Chapter 17].
In the Frobenius step we can use the computation of $x^{n} \bmod f$ from before by reducing it modulo $F_{i}(x)$ for all $i$. Given three polynomials $g_{1}, g_{2}, g_{3} \in \mathbb{Z} / n \mathbb{Z}[x]$ of degree $\leq d$, we can compute $g_{1}\left(g_{2}(x)\right) \bmod g_{3}(x)$ in $\widetilde{\mathcal{O}}\left(\log (n) d^{2}\right)$, by computing $g_{2}(x)^{2}, \ldots, g_{2}(x)^{d} \bmod g_{3}(x)$ and substituting that in $g_{1}(x)$. So, we can compute $F_{i}\left(x^{n}\right)$ for $i=2, \ldots, d$ in

$$
\widetilde{\mathcal{O}}\left(\sum_{i=2}^{d}\left(\operatorname{deg}\left(F_{i}\right)^{2} \log (n)\right) .\right.
$$

Now, we know that $\sum_{i=1}^{d} \operatorname{deg}\left(F_{i}\right)=d$, since $(n, f)$ passed the Factorization step. So, $\sum_{\widetilde{O}=1}^{d} \operatorname{deg}\left(F_{i}\right)^{2} \leq d^{2}$, which implies that the running time of the Frobenius step is $\widetilde{\mathcal{O}}\left(\log (n) d^{2}\right)$.
Finally, we consider the Jacobi step. We only have to do a simple Jacobi symbol computation, which can be done in $\widetilde{\mathcal{O}}\left(\log (n)^{2}\right)$, since the computation is analogous to the Euclidean algorithm.
We see that the running time is dominated by the Factorization step, which takes $\widetilde{\mathcal{O}}\left(\log (n)^{2} d^{2}\right)$.

Example 3.6. Let's take $n=1159$ and $f=x^{2}+389 x+596$. Before we do Grantham's test, we first we have to check that $\operatorname{gcd}(n, f(0) \Delta(f))=1$. Now, $\Delta(f)=389^{2}-4 \cdot 596=$ $585 \bmod n$, then using the Euclidean algorithm, we can check that $\operatorname{gcd}(1159,596 \cdot 585)=$ 1. So we can begin the test! We start with the Factorization step. We compute $x^{n}=$ $1158 x+770 \bmod f$ and $x^{n^{2}}=x \bmod f$. Furthermore, $F_{1}=\operatorname{gcd}(1157 x+770, f)=1$, so $f_{1}=f$ and $F_{2}=\operatorname{gcd}(0, f)=f$, so $f_{2}=1$. Hence, $(n, f)$ passes the Factorization step. Next up is the Frobenius step. Since $F_{2}=f$, we can use our previous results to compute

$$
F_{2}\left(x^{n}\right)=f(1158 x+770)=x^{2}+389 x+596=f(x)=0 \bmod F_{2}(x) .
$$

Hence, $(n, f)$ also passes the Frobenius step. Finally, we use the Jacobi symbol to check that $\left(\frac{585}{n}\right)=(-1)^{1}$. So $(n, f)$ passes all steps of the test, hence $n$ is a Frobenius probable prime with respect to $f$.
This might lead us to believe that $n$ is prime, but lo and behold, if we take another polynomial such as $g=x^{2}+574 x+795$, then we get a different result. We still have that $\operatorname{gcd}(n, g(0) \Delta(g))=\operatorname{gcd}(1159,575 \cdot 617)=1$. But this time
$\operatorname{gcd}\left(x^{n}-x, g\right)=\operatorname{gcd}(1074 x+152, g)=1 \quad$ and $\quad \operatorname{gcd}\left(x^{n^{2}}-x, g\right)=\operatorname{gcd}(785 x+19, g)=1$.
Hence $f_{2} \neq 1$, so $(n, g)$ does not pass the Factorization step, thus $n$ is composite. This test usually does not give a factorization of $n$, even when it shows that $n$ is composite. Nevertheless, it might be pleasing to know that $n=19 \cdot 61$.

Now that we know how the test works, we can start to look at its interesting properties. Grantham not only showed that his test is correct, he also showed that using a variant of his test, a composite number passes the test with probability less than $1 / 7710$ [22]. In this variant Grantham only uses polynomials of degree 2 of which the discriminant is not a square $\bmod n$ and he incorporates a Miller-Rabin step in his test. He then carefully computed an upper bound for the number of such quadratic polynomials $f$ such that $(n, f)$ passes his test to arrive at that probability.

Furthermore, Grantham also showed that his quadratic test is efficient, he shows that it runs in $\widetilde{\mathcal{O}}\left(\log (n)^{2}\right)$. The Miller-Rabin test has the same complexity, but Rabin [37] only showed that a composite number passes the Miller-Rabin test with probability less than $1 / 4$. Hence it might be natural to think that it is better to use Grantham's test, since $1 / 7710<1 / 4$. However, it is possible that the coefficients of the complexity function of Grantham's test are much larger. That's why Grantham computed the explicit number of bit operations his quadratic test takes and showed that it is fewer than 3 Miller-Rabin tests. Now, $(1 / 4)^{3}=1 / 64>1 / 7710$, hence Grantham's test is faster in proving strong probabilities.

There have been a lot of optimizations of Grantham's test such as [43, 16, 33, 34]. But they all work in extensions of degree at most 2 . This is perhaps because computations in larger extensions take more time. Nevertheless, we will consider those larger extensions later on in this chapter and we will discuss the problems arising when you try to construct those finite fields when you don't know if your input $n$ is prime or not.

Grantham's test is not only useful in a practical setting, it also has an important place in the theory of primality and compositeness tests. Grantham showed that his test can be seen as a generalization of several other tests. An interesting example of this is a classical test that uses Lucas sequences. A Lucas sequence with parameters $P, Q \in \mathbb{Z}$ is of the form:

$$
U_{0}=0, \quad U_{1}=1, \quad U_{m}=P U_{m-1}-Q U_{m-2} \quad(\text { for } m \geq 2)
$$

We first prove some basic properties of Lucas sequences.
Lemma 3.7. Let $p$ be prime and set $f(x)=x^{2}-P x+Q$. If $\alpha$ and $\beta$ are the roots of $f$ in $\mathbb{F}_{p^{2}}$, then

$$
U_{m}=\frac{\alpha^{m}-\beta^{m}}{\alpha-\beta} \text { for all } m \geq 0
$$

Proof. We will prove it by using strong induction on $m$. The base cases $m=0$ and $m=1$ can easily be checked. Now suppose the formula holds for all $0 \leq k \leq m$. Then

$$
\begin{aligned}
U_{m+1} & =P U_{m}-Q U_{m-1}=P \frac{\alpha^{m}-\beta^{m}}{\alpha-\beta}-Q \frac{\alpha^{m-1}-\beta^{m-1}}{\alpha-\beta} \\
& =\frac{(P \alpha-Q) \alpha^{m-1}-(P \beta-Q) \beta^{m-1}}{\alpha-\beta}=\frac{\alpha^{2} \alpha^{m-1}-\beta^{2} \beta^{m-1}}{\alpha-\beta}=\frac{\alpha^{m+1}-\beta^{m+1}}{\alpha-\beta} .
\end{aligned}
$$

Here we used in the second to last equality that $\alpha$ and $\beta$ are roots of $f$.
Proposition 3.8. Given $P, Q \in \mathbb{Z}$, write $U_{m}=U_{m}(P, Q)$ and $\Delta=P^{2}-4 Q$. If $p$ is prime and $p \nmid 2 Q \Delta$, then $U_{p-\left(\frac{\Delta}{p}\right)}=0 \bmod p$.
Proof. Again let $f(x)=x^{2}-P x+Q$ with roots $\alpha$ and $\beta$ in $\mathbb{F}_{p^{2}}$. Then since $p \nmid \Delta=\Delta(f)$, we know that $\alpha \neq \beta$. First suppose that $\left(\frac{\Delta}{p}\right)=1$. Then $\alpha, \beta \in \mathbb{F}_{p}$, so $\alpha^{p-1}=\beta^{p-1}=$ $1 \bmod p$. Hence by Lemma 3.7.

$$
U_{p-1}=\frac{1-1}{\alpha-\beta}=0 \bmod p
$$

Now suppose that $\left(\frac{\Delta}{p}\right)=-1$, then $f$ is irreducible over $\mathbb{F}_{p}$. Then by Proposition 3.2 , we know that $\alpha^{p}=\beta$ and $\beta^{p}=\alpha$. Thus

$$
U_{p+1}=\frac{\beta \alpha-\alpha \beta}{\alpha-\beta}=0 \bmod p
$$

Proposition 3.8 naturally gives rise to a compositeness test. Given a positive integer $n$, we can randomly choose $0 \leq P, Q \leq n-1$ and compute $U_{n-\left(\frac{\Delta}{n}\right)} \bmod n$ using the Jacobi symbol and a fast method to compute a term in a recurrence sequence [30]. If $\operatorname{gcd}(n, 2 Q \Delta)=1$ and $U_{n-\left(\frac{\Delta}{n}\right)} \neq 0 \bmod n$, then we know for sure that $n$ is composite. But as usual, the converse is not always true. We say $n$ is a Lucas pseudoprime with respect to $P$ and $Q$ if $\operatorname{gcd}(n, 2 Q \Delta)=1$ and $U_{n-\left(\frac{\Delta}{n}\right)}=0 \bmod n$.

The proof of Proposition 3.8 already hints at a possible connection between Lucas pseudoprimes and Frobenius pseudoprimes. We will make this explicit in the next proposition. We follow the proof from Grantham [21].

Proposition 3.9. If $n$ is a Frobenius pseudoprime with respect to $x^{2}-P x+Q$, then $n$ is a Lucas pseudoprime with respect to $P$ and $Q$.

Proof. Let $f=x^{2}-P x+Q$. We will try to use Lemma 3.8 again. First suppose that $\left(\frac{\Delta}{n}\right)=1$. Then by the Jacobi step, we know that $S=0$, which means that $x^{n}=x \bmod f$. Now, $x(x-P)=-Q \bmod f$, so $x \cdot\left(\frac{x-P}{-Q}\right)=1 \bmod f$, which means that $x$ is invertible $\bmod f$. Hence $x^{n-1}=1 \bmod f$. Explicitly, that means that $x^{n-1}=1+f(x) g(x) \bmod n$ for some $g(x) \in \mathbb{Z} / n \mathbb{Z}[x]$. Now note that

$$
f(P-x)=P^{2}-2 P x+x^{2}-P^{2}+P x+Q=x^{2}-P x+Q=f(x)=0 \bmod f(x)
$$

which means that $P-x$ is a root of $f(x)$. Now we use composition of polynomials to see that
$(P-x)^{n-1}=x^{n-1} \circ(P-x)=(1+f(x) g(x)) \circ(P-x)=1+f(P-x) g(P-x)=1 \bmod f$.
Also note that

$$
(2 x-P)^{2}=4 x^{2}-4 x P+P^{2}=4 P x-4 Q-4 x P+P^{2}=P^{2}-4 Q=\Delta(f) \bmod f
$$

Then since $\Delta(f)$ is invertible $\bmod n$, we see that $2 x-P$ is invertible mod $f$, since $(2 x-P) \cdot \frac{2 x-P}{\Delta(f)}=1 \bmod f$. Thus, we can now use Lemma 3.8 to see that

$$
U_{n-1}=\frac{x^{n-1}-(P-x)^{n-1}}{x-(P-x)}=\frac{1-1}{2 x-P}=0 \bmod f
$$

Now suppose that $\left(\frac{\Delta}{n}\right)=-1$. This time the Jacobi step tells us that $S=1$. So, by the Factorization step, we know that $\operatorname{gcd}\left(x^{n}-x, f\right)=1$. This implies that $x^{n} \neq$ $x \bmod \left(f, p^{k}\right)$ for all prime powers $p^{k} \mid n$. Now, if $p \mid n$, then $f(x)$ has precisely two roots $\bmod p$, since $\operatorname{gcd}(p, \Delta(f))=1$. Then by Hensel's lemma, we know that $f(x)$ also has precisely two roots $\bmod p^{k}$. We already saw the other root, namely $P-x$. Hence $x^{n}=P-x \bmod \left(f, p^{k}\right)$. Then by the Chinese remainder theorem, we know that $x^{n}=P-x \bmod (f, n)$. Finally, we know that

$$
x=x^{n^{2}}=(P-x)^{n} \bmod (f, n)
$$

so we can use Lemma 3.8 to see that

$$
U_{n+1}=\frac{x^{n+1}-(P-x)^{n+1}}{x-(P-x)}=\frac{x(P-x)-(P-x) x}{2 x-P}=0 \bmod f
$$

Thus, $n$ is a Lucas pseudoprime with respect to $P$ and $Q$.
We gave the proof of 3.9 since it uses all of the steps of Grantham's test and also because it uses composition of polynomials. Later on in this chapter we will see some more uses of polynomial composition. Having said that, we could have showcased several
other types of pseudoprimes that have a strong relation with Frobenius pseudoprimes. Grantham does this in Chapters 4 and 5 of his paper [21].

We already said if $n$ is not prime, then $\mathbb{Z} / n \mathbb{Z}$ isn't a field. Fortunately for us, it will still have a prime divisor $p$ which we can work with. Given $f \in \mathbb{Z} / n \mathbb{Z}[x]$ of degree $d$, we can view it modulo $p$. Suppose that $f$ is square-free modulo $p$, which we can check by computing $\operatorname{gcd}\left(f, f^{\prime}\right)$. Say $f$ factors as $f_{1} \cdots f_{r}$ over $\mathbb{F}_{p}$, where the $f_{i}$ are irreducible over $\mathbb{F}_{p}$. Then we get the following ring homomorphisms:

$$
\begin{equation*}
\mathbb{Z} / n \mathbb{Z}[x] /(f) \rightarrow \mathbb{Z} / p \mathbb{Z}[x] /(f) \rightarrow \mathbb{F}_{p}[x] /\left(f_{i}\right) \cong \mathbb{F}_{p^{\operatorname{deg}\left(f_{i}\right)}} \tag{3.1}
\end{equation*}
$$

This means that even if $n$ is not prime, we can still work in a finite field that is strongly related to $n$. This is of course a bit vague, so let's look at an example. We have already seen an instance where this idea is used, namely in the proof of the Lucas-Lehmer test in paragraph 2.3 , so we will only sketch the test here. In that test we have a prime $p$ and the integer $q=2^{p}-1$ that we want to test for primality. The test is usually formulated in terms of a recurrence relation, but for this example it is better to describe it in terms of finite field extensions. The test uses the fact that 3 is always a non-square $\bmod q$, so if $q$ is prime, then we can create the finite field $\mathbb{F}_{q}(\sqrt{3})=\mathbb{F}_{q}[x] /\left(x^{2}-3\right)$ of $q^{2}$ elements. Furthermore, if $q$ is not prime, then it has a prime divisor $r$ with $r \leq \sqrt{q}$. We can then use the homomorphism from $\mathbb{Z} / n \mathbb{Z}[x] /\left(x^{2}-3\right)$ to $G=\mathbb{F}_{r}[x] /\left(x^{2}-3\right)$ to show that $G^{*}$ contains an element of order $q+1>r^{2}-1 \geq \# G^{*}$. This gives a contradiction, proving that $q$ is prime. For a rigorous proof of this test we refer back to paragraph 2.3 .

Grantham [22] also used the map (3.1) to show that a composite number is unlikely to pass his test. Like we said before, he did this is the case that $f$ is of degree 2 . Furthermore, he chose the coefficients of $f=x^{2}+a x+b$ such that $\left(\frac{\Delta(f)}{n}\right)=-1$. He does this because then $n$ has at least one prime divisor $p$ such that $\left(\frac{\Delta(f)}{p}\right)=-1$. Hence, if we reduce modulo that prime divisor, then $\mathbb{F}_{p}[x] /(f)$ is a finite field of $p^{2}$ elements. Then if ( $n, f$ ) passes his test, then we know that $x^{n}=x^{p} \bmod (f, p)$, since $x^{n}$ is again a root of $f$ and it is not equal to $x \bmod (f, p)$. This implies that $x^{n-p}=1 \bmod (f, p)$. Now, $\mathbb{F}_{p^{2}}^{*}$ is cyclic so there are $\operatorname{gcd}\left(n-p, p^{2}-1\right)$ elements $y \in \mathbb{F}_{p^{2}}$ such that $y^{n-p}=1 \bmod (f, p)$. Grantham used this to compute an upper bound for the probability that you choose coefficients $a, b$ such that $x^{n}=x^{p} \bmod (f, p)$.

We will now explore the option of using polynomials $f$ of higher degree to see if they bring something new to the table. We will also use the fact that $\mathbb{F}_{p^{d}}^{*}$ is cyclic, but in a slightly different way.

Lemma 3.10. Suppose that $p$ is a prime divisor of $n$ and $f \in \mathbb{Z} / n \mathbb{Z}[x]$ is irreducible over $\mathbb{F}_{p}$ and of degree d. If $(n, f)$ passes the Frobenius Step of Grantham's test, then

$$
x^{n}=x^{p^{m}} \bmod (f, p) \text { for some } 1 \leq m \leq d-1
$$

Proof. We know that $x^{n} \bmod (f, p)$ is again a root of $f$ and different from $x$. The claim now follows from Proposition 3.2 .

Now, if $a$ is the order of $x \bmod (f, p)$ in the group $\mathbb{F}_{p^{d}}^{*}=\left(\mathbb{F}_{p}[x] /(f)\right)^{*}$, then $x^{n}=$ $x^{p^{m}} \bmod (f, p)$ implies that $n=p^{m} \bmod a$. The idea will be that increasing $d$ will on average increase $a$, which means that $x^{n}=x^{p^{m}} \bmod (f, p)$ will be less likely. Using this idea, we can formulate a sufficient condition for primality.

Theorem 3.11. Suppose that all conditions of Lemma 3.10 hold. Suppose furthermore that $f$ is primitive, i.e., $x \bmod (f, p)$ has maximal order $p^{d}-1$. Finally, suppose that $d>\log _{2}(n)$ and that $n$ is not a perfect power. Then $n$ is prime.

Proof. From Lemma 3.10 we know that $n=p^{m} \bmod p^{d}-1$ for some $1 \leq m \leq d-1$. Now, $m<d$, so $p^{d}-1>p^{m}$. Furthermore, $d>\log _{2}(n)$ and $p \geq 2$, hence $p^{d}-1>n-1$, thus $p^{d}-1 \geq n$. This means that $n=p^{m}$ is also true as an equality in $\mathbb{Z}$. Then since $n$ is not a perfect power, we know that $m=1$, hence $n$ is prime.

We saw in the proof of Proposition 3.5 that we can compute $x^{n} \bmod f$ in $\widetilde{\mathcal{O}}\left(\log (n)^{2} d\right)$ and that the rest of the Frobenius step can then be performed in $\widetilde{\mathcal{O}}\left(\log (n) d^{2}\right)$. Hence, if $f$ has degree $\mathcal{O}(\log (n))$, then we can check that $(n, f)$ passes the Frobenius step in $\widetilde{\mathcal{O}}\left(\log (n)^{3}\right)$.

Since Theorem 3.11 has so many assumptions, it is important to check that they are sensible ones. For example, we need a polynomial $f$ that is irreducible over $\mathbb{F}_{p}$ and of large degree, where $p$ is some unknown prime divisor of $n$. Using the Legendre symbol trick, we could do it for degree 2 polynomials, but we have not yet seen any methods to go beyond that. Later on in this chapter we will look at several ways to construct such polynomials, so we will see that that assumption is fine. All the other assumptions are also fine, except for the one that says that $x \bmod (f, p)$ has to be a primitive root. Since $\mathbb{F}_{p^{d}}^{*}$ is cyclic, we know that $\phi\left(\# \mathbb{F}_{p^{d}}^{*}\right)=\phi\left(p^{d}-1\right)$ elements in $\mathbb{F}_{p^{d}}^{*}$ are generators for that group, where $\phi$ is the Euler phi function. There is a classical lower bound for this function [39, Theorem 15], that says that for all integers $m>2$,

$$
\phi(m)>\frac{m}{e^{\gamma} \log \log m+\frac{3}{\log \log m}}
$$

This means that after randomly choosing $\mathcal{O}\left(\log \left(\log \left(p^{d}-1\right)\right)\right)$ elements in $\mathbb{F}_{p^{d}}^{*}$, we expect to get one primitive root. So by trying multiple polynomials $f$, Theorem 3.11 can be turned into a probabilistic primality test. However, the only known way to check if an element generates the group requires the factorization of the order of the group. But, we can't expect to know the complete factorization of $n^{d}-1$, let alone $p^{d}-1$. This is why we will improve on Theorem 3.11. The next proposition relaxes the conditions of Theorem 3.11 in two ways. We don't have to restrict ourselves to the element $x \bmod (f, p)$ and we don't need a generator for $\mathbb{F}_{p^{d}}^{*}$, just an element of fairly large order.
Proposition 3.12. Suppose that all conditions of Lemma 3.10 hold. Suppose that we have an element $g(x) \bmod (f, p)$ that has order at least $p^{d-2}$ and satisfies $g\left(x^{n}\right)=$ $g(x)^{n} \bmod (f, p)$. If $d>\log _{2}(n)+2$ and if $n$ is not a perfect power, then $n$ is prime.

Proof. From Lemma 3.10 we again know that $x^{n}=x^{p^{m}} \bmod (f, p)$ for some $1 \leq m \leq$ $d-1$. Note that

$$
g(x)^{n}=g\left(x^{n}\right)=g\left(x^{p^{m}}\right)=g(x)^{p^{m}} \bmod (f, p),
$$

because the freshman's dream implies that $g\left(x^{p}\right)=g(x)^{p} \bmod (f, p)$, the equality then follows from induction. Let $a$ be the order of $g(x) \bmod (f, p)$, then $n=p^{m} \bmod a$. So we get the same congruence as in the proof of Theorem 3.11, apart from the fact that $a$ is now somewhat smaller than $p^{d}-1$. We will now show that $a$ is still large enough.
Note again that $p \geq 2$, hence $p^{d-2}>n$. If $m=d-1$, then $p^{m}>a$, which is a bit worrying. But since $n$ and $p^{m}$ are both integers that are divisible by $p$, we see that $\frac{n}{p}=p^{m-1} \bmod a$, where $a>\frac{n}{p}, p^{m-1}$, hence $\frac{n}{p}=p^{m-1}$. So, we see that $n$ is a power of a prime, thus by the assumption that $n$ is not a perfect power, $n$ has to be prime.

The question now becomes how many elements in $\mathbb{F}_{p^{d}}^{*}$ have order at least $p^{d-2}$. Using the fact again that $\mathbb{F}_{p^{d}}^{*}$ is cyclic, we see that there are

$$
\sum_{\substack{a \mid p^{d}-1 \\ a \geq p^{d-2}}} \phi(a)
$$

such elements in $\mathbb{F}_{p^{d}}^{*}$. Experimentally, this seems to be around $p^{d}-\mathcal{O}\left(p^{d-1}\right)$, but we have no proof of this. If we could prove it, then we would know that we have a probability of about

$$
1-\frac{p^{d}-p^{d-1}}{p^{d}}=1-\frac{p-1}{p}=\frac{1}{p}
$$

that we choose an element that does not have an order high enough for our purposes, so that would be a an enormous improvement.

It should be noted that we don't actually know what $p$ is, so these probabilities might seem a bit meaningless. However, if we check that $n$ is not divisible by all primes below a certain bound $B$, then we know that $p>B$ for all primes dividing $n$, which makes the probability $1 / p$ very small. Doing this also allows us to choose $d$ somewhat smaller than in Proposition 3.12. There we stated that $d>\log _{n}(n)+2$, since $p \geq 2$. But if we know that $p \geq B$, then $d>\log _{B}(n)+2$ suffices. This is very helpful in practice, since it greatly increases the speed of the finite field arithmetic. However, it does not improve the complexity of the algorithm, since $\log _{B}(n)=\frac{\log _{2}(n)}{\log _{2}(B)}$ and $B$ has to be polynomial in $\log (n)$.

There are still more improvements to be discussed, the next one uses the group structure of $\mathbb{F}_{p^{d}}^{*}$.

Lemma 3.13. The elements $g(x) \bmod (f, p)$ such that $g\left(x^{n}\right)=g(x)^{n} \bmod (f, p)$ form a group under multiplication.

Proof. First note that $1=1^{n} \bmod (f, p)$. Now suppose that $g\left(x^{n}\right)=g(x)^{n} \bmod (f, p)$ and $h\left(x^{n}\right)=h(x)^{n} \bmod (f, p)$. Then

$$
(g h)\left(x^{n}\right)=g\left(x^{n}\right) h\left(x^{n}\right)=g(x)^{n} h(x)^{n}=(g(x) h(x))^{n} \bmod (f, p) .
$$

This means that we don't necessarily need one element that has big order, we just need a set of elements $g_{1}(x), \ldots, g_{m}(x) \bmod (f, p)$ such that

$$
\operatorname{lcm}\left(\operatorname{order}\left(g_{1}(x)\right), \ldots, \operatorname{order}\left(g_{r}(x)\right)\right)
$$

is at least $p^{d-2}$. Unfortunately, there is no unconditional polynomial time algorithm known that produces such a set. But, we can look how far we can get by assuming the Riemann hypothesis, or some generalization of it. In the case that $d=1$, it is known that under assumption of the extended Riemann hypothesis (ERH), the elements $1,2, \ldots, 2 \log (p)^{2}$ generate $\mathbb{F}_{p}^{*}[5]$. Furthermore, in the case that $d=2$, it is known that if we assume ERH, then the set

$$
\left\{a_{1}+a_{2} x \mid a_{i} \in \mathcal{O}\left(\log (p)^{B}\right)\right\}
$$

generates $\mathbb{F}_{p^{2}}^{*}$ for some constant $B$ [44]. However, a similar statement is not known for $d>2$. But, there is a deterministic polynomial time algorithm assuming ERH that given a prime $p$, produces a model for $\mathbb{F}_{p^{d}}$ with basis $\theta_{1}, \ldots, \theta_{d}$ over $\mathbb{F}_{p}$ such that

$$
\left\{\sum a_{i} \theta_{i}:\left|a_{i}\right| \leq C d^{D d} \log (p)^{\max (d-1,2)}\right\}
$$

generates $\mathbb{F}_{p^{d}}^{*}$ for certain constants $C$ and $D$ [11]. But, we can't use this construction, since we don't know if our number $n$ that we want to test is prime. Hence the currently known results are not strong enough to make Theorem 3.11 into a primality proving algorithm.

However, there is a test that uses some of same ideas that actually is fully deterministic and can prove primality in polynomial time. This algorithm is the celebrated AKS test from 2002, by Agrawal, Kayal and Saxena. In their original paper [2] they take $f=x^{r}-1$ where $r$ is of size $\mathcal{O}\left(\log (n)^{5}\right)$ and show that to prove that $n$ is prime, it is enough to check that

$$
(x+a)^{n}=x^{n}+a \bmod f, \text { for all } 1 \leq a \leq l
$$

where $l$ is also polynomially bounded by $\log (n)$. They do this by constructing a large set of elements $g(x)$ such that $g\left(x^{n}\right)=g(x)^{n} \bmod f$ and show that this is only possible when $n$ is a power of a prime. The full algorithm runs in $\widetilde{\mathcal{O}}\left(\log (n)^{10.5}\right)$. We tried similar constructions, Lemma 3.13 for example is Lemma 4.6 in [2]. But we were not as successful, since the AKS test is fully deterministic. However, the running time of our test is also polynomial in $\log (n)$ and is also quite a lot faster. This is because the degree of our $f$ is only $\mathcal{O}(\log (n))$. But this is comparing apples to oranges, since our algorithm isn't deterministic at all. But we certainly can compare the original AKS test to its improvements. Lenstra and Pomerance [26] showed that the AKS test can be adapted to an algorithm that runs in $\widetilde{\mathcal{O}}\left(\log (n)^{6}\right)$, which is a lot better. They did this by showing that you only need a polynomial $f$ of degree $\mathcal{O}\left(\log (n)^{2}\right)$ (with certain properties) and by lowering the bound on $l$.

### 3.2 Irreducible polynomials modulo divisors of $n$

The polynomials $f$ used in the AKS test are not necessarily irreducible modulo $p$ for some $p \mid n$. Instead, they are constructed such that they have an irreducible factor of large enough degree modulo some $p \mid n$. We will now look at various techniques to construct irreducible polynomials modulo a prime divisor of $n$, some of which will be new. We have seen that constructing such a polynomial of degree 2 isn't very difficult. If we have some $a$ with $\left(\frac{a}{n}\right)=-1$, then $\left(\frac{a}{p}\right)=-1$ for some $p \mid n$, hence $x^{2}-a$ is irreducible over $\mathbb{F}_{p}$. We can extend this idea in multiple ways; the first one produces polynomials with degree a power of 2 .

Proposition 3.14. Let $p=1 \bmod 4$ be a prime and suppose we have some $a$ with $\left(\frac{a}{p}\right)=-1$. Then $f=x^{2^{m}}-a$ is irreducible over $\mathbb{F}_{p}$ for all $m \in \mathbb{Z}_{\geq 0}$.

Proof. Note that by Proposition 3.1, if we can show that $\operatorname{gcd}\left(x^{p^{2^{m-1}}}-x, f\right)=1$ and $f \mid x^{p^{2^{m}}}-x$, then $f$ is irreducible over $\mathbb{F}_{p}$, because then the degree of all irreducible factors of $f$ divide $2^{m}$, but not $2^{m-1}$. Now, $p$ is odd and $\phi\left(2^{m}\right)=2^{m-1}$, hence $p^{2^{m-1}}=$ $1 \bmod 2^{m}$. This means that

$$
x^{p^{2^{m-1}}}=x a^{\frac{p^{2^{m-1}}-1}{2^{m}}} \bmod f
$$

since $x^{2^{m}}=a \bmod f$. Note that

$$
p^{2^{m-1}}-1=(p-1)(p+1)\left(p^{2}+1\right)\left(p^{4}+1\right) \cdots\left(p^{2^{m-2}}+1\right)
$$

Now we use that $p=1 \bmod 4$ to see that $p^{2^{k}}+1=2 \bmod 4$ for all $k \in \mathbb{Z}_{\geq 0}$. This implies that

$$
(p+1)\left(p^{2}+1\right)\left(p^{4}+1\right) \cdots\left(p^{2^{m-2}}+1\right)
$$

contains $m-1$ factors of 2 . Hence

$$
\frac{p^{2^{m-1}}-1}{2^{m}}=\frac{p-1}{2} \cdot r
$$

where $r$ is an odd integer. Now we use the assumption that $\left(\frac{a}{p}\right)=-1$ to get that $a^{\frac{p-1}{2}}=-1 \bmod p$. Thus

$$
x^{p^{2^{m-1}}}=x \cdot(-1)^{r}=-x \bmod f
$$

This implies that

$$
\operatorname{gcd}\left(x^{p^{2^{m-1}}}-x, f\right)=\operatorname{gcd}(-2 x, f)=1
$$

Finally, we check that $f \mid x^{p^{2^{m}}}-x$. Note that

$$
\frac{p^{2^{m}}-1}{2^{m}}=(p-1) \cdot s
$$

where $s$ is odd, since we now have an extra factor of 2 . Then

$$
x^{p^{2^{m}}}=x \cdot 1^{s}=x \bmod f
$$

Hence $f \mid x^{p^{2^{m}}}-x$, so $f$ is irreducible over $\mathbb{F}_{p}$.
This proposition only helps us in the case that $p=1 \bmod 4$. Fortunately, a similar polynomial can be used in the case that $p=3 \bmod 4$. For a proof we refer to $[26$, Lemma 4.2].

Proposition 3.15. Let $p=3 \bmod 4$ be a prime and suppose we have some a with $\left(\frac{a^{2}+4}{p}\right)=-1$. Then $f=x^{2^{m+1}}-a x^{2^{m}}-1$ is irreducible over $\mathbb{F}_{p}$ for all $m \in \mathbb{Z}_{\geq 0}$.

It should be noted that there currently is no deterministic polynomial time algorithm that can find non-residues modulo a prime $p$, let alone modulo $n$. However, since half of the integers mod $p$ are non-residues, we can simply pick random numbers $a$ and hope that $\left(\frac{a}{p}\right)=-1$. This works well in practice, since you expect to find one after only two tries. Then since the Legendre symbol is (also) multiplicative in the second argument, we can also expect to find numbers $a$ with $\left(\frac{a}{n}\right)=-1$ very quickly, assuming that $n$ is not a perfect square.

Given Proposition 3.14 and 3.15 , we are very close to constructing irreducible polynomials modulo a prime divisor of a given odd integer $n$. The problem is that if $n=1 \bmod 4$ for example, then the divisors of $n$ can still be both $1 \bmod 4$ or $3 \bmod 4$. This makes it harder to use one of the propositions, since we know that $\left(\frac{a}{p}\right)=-1$ for some $p \mid n$, but we don't know what $p \bmod 4$ is. You could maybe come up with some argument that shows that at least one of $x^{2^{m}}-a$ and $x^{2^{m+1}}-a x^{2^{m}}-1$ irreducible modulo some $p \mid n$, but it is much more satisfying to just have one. We will show that this can be achieved in a compositeness/primality test setting.

Theorem 3.16. Given positive integers $n$ and $m$ with $n$ odd, there is an algorithm that either proves that $n$ is composite, or returns a polynomial of degree $2^{m}$ that is irreducible modulo some prime divisor $p$ of $n$.

Proof. We will use that if $n$ is prime, then we can compute square roots modulo $n$ given some quadratic non-residue. This can be done using the Tonelli-Shanks algorithm for example [1]. Furthermore, we will also use that if $p$ is prime, then -1 is a square mod $p$ if and only if $p=1 \bmod 4$.
First suppose that $n=1 \bmod 4$. Try to compute a square root of $-1 \bmod n$. If the process fails, then we know that $n$ is composite. If the process doesn't fail, then we know that all prime divisors of $n$ are $1 \bmod 4$, since -1 is a square modulo all of those divisors. Now find an integer $a$ with $\left(\frac{a}{n}\right)=-1$, then the claim follows from Proposition 3.14

Now suppose that $n=3 \bmod 4$. Then we know that $n$ has a prime divisor $p$ that is also $3 \bmod 4$, hence $\left(\frac{-1}{p}\right)=-1$. Find an integer $a$ with $\left(\frac{a^{2}+4}{n}\right)=-1$, then $\left(\frac{a^{2}+4}{q}\right)=-1$ for some $q \bmod n$. We can circumvent the problem that $q$ might be unequal to $p$ by using
the following neat trick. Note that $\left(\frac{\left(\left(a^{2}+4\right)\right.}{n}\right)=1$. Try to compute the square root of $-\left(a^{2}+4\right) \bmod n$ using the square root algorithm. If it fails, then $n$ is composite. If it doesn't, then $\left(\frac{-\left(a^{2}+4\right)}{r}\right)=1$ for all prime divisors $r$ of $n$. This means that

$$
\left(\frac{-1}{r}\right)=\left(\frac{a^{2}+4}{r}\right) \text { for all prime divisors } r \text { of } n \text {. }
$$

Hence $\left(\frac{a^{2}+4}{p}\right)=-1$, where $p$ is that prime divisor of $n$ which is $3 \bmod 4$. The claim now follows from Proposition 3.15.

Theorem 3.16 is very useful for Theorem 3.11. Because now we can construct a polynomial that satisfies the assumption. It's also efficient, since the Tonelli-Shanks algorithm is efficient. We could stop here since we got what we needed, but there are a lot more interesting ways to construct these kinds of polynomials, so we will consider some of them. The first one is a generalization of the one we just saw. A proof of the following proposition can be found in [27, Theorem 3.75].

Proposition 3.17. Let $p=1 \bmod 4$ be prime and let $r$ also be prime and suppose that $a$ is not an $r$ th power mod $p$. Then $x^{r^{m}}-a$ is irreducible over $\mathbb{F}_{p}$ for all $m \in \mathbb{Z} \geq 0$.

Note that if $n$ is prime, then we can find such $a$ if $r \mid(\mathbb{Z} / n \mathbb{Z})^{*}$. So, Proposition 3.17 can be used in a compositeness/primality test setting in the following way. Suppose that $n=1 \bmod 4$, then we can check that -1 is a square $\bmod n$ like in the proof of Theorem 3.16 to show that all primes $p \mid n$ are $1 \bmod 4$. Now write $n-1=r^{k} s$, where $r \nmid s$. Then find an element $a$ of order $r^{k}$ modulo $n$. To make sure that $a$ also has order $r^{k}$ modulo its prime divisors, we check that $\operatorname{gcd}\left(a^{r^{k-1}}-1, n\right)=1$. If it is not 1 , then $n$ is composite, else $a$ has order $r^{k}$ modulo all $p \mid n$. Now, $r^{k+1} \nmid n-1$, which implies that $n$ has a prime divisor $p$ such that $r^{k+1} \nmid p-1$, because otherwise $n=1 \bmod r^{k+1}$, which gives a contradiction. Thus we can apply Proposition 3.17 to get that $x^{r^{m}}-a$ is irreducible $\bmod p$ for all $m \in \mathbb{Z}_{\geq 0}$. The bottleneck of this method is that you have to (partially) factor $n-1$.

We have already seen that we can make irreducible polynomials $\bmod p \mid n$ of degree $2^{m}$. We found a different way to construct such polynomials using so-called self-reciprocal polynomials.

Definition 3.18. Given a polynomial $f$ of degree $m$, the reciprocal polynomial $f^{*}$ of $f$ is given by

$$
f^{*}(x)=x^{n} f(1 / x) .
$$

Furthermore, $f$ is called self-reciprocal if $f(x)=f^{*}(x)$.
The coefficients of $f^{*}(x)$ are the same as $f$, but in reverse. For example, if $f(x)=$ $5 x^{4}+x^{2}+2 x+3$, then $f^{*}(x)=3 x^{4}+2 x^{3}+x^{2}+5$. Self-reciprocal polynomials have a lot of interesting properties. The next proposition is one of them, the similarity with Proposition 3.1 is striking. We only prove the first part, the second part can by found in [29, Theorem 1].

Proposition 3.19. Let $p$ be an odd prime. Then each self-reciprocal irreducible monic polynomial $f \in \mathbb{F}_{p}[x]$ of degree $2 m$ with $m \geq 1$ is a factor of

$$
H_{p, m}(x):=x^{p^{m}+1}-1
$$

Furthermore, each irreducible factor of degree $>2$ of $H_{p, m}(x)$ in $\mathbb{F}_{p}[x]$ is self-reciprocal of degree $2 d$, where $d \mid m$ and $m / d$ is odd.

Proof. First note that if $\alpha$ is a root of $f$, then so is $1 / \alpha$, since

$$
f(1 / \alpha)=f(\alpha) \alpha^{n}=0
$$

So, by Proposition 3.2, we know that $\alpha^{-1}=\alpha^{p^{j}}$ for some $0 \leq j \leq 2 m-1$. Hence, $\alpha^{p^{2 j}}=\left(\alpha^{-1}\right)^{p^{j}}=\alpha$. We know that the minimal $k$ such that $\alpha^{p^{k}}=\alpha$ is $k=2 m$, since $f$ is irreducible. This implies that $2 m \mid 2 j$, hence $m \mid j$, which means that $j=0$ or $j=m$. If $j=0$, then $\alpha^{2}=1$ for all roots $\alpha$ of $f$, which means that $f(x) \mid x^{2}-1$. Now note that $x^{2}-1 \mid H_{p, m}(x)$, because $2 \mid p^{m}+1$. Finally, if $j=m$, then $\alpha^{p^{m+1}}=1$ for all roots $\alpha$ of $f$, hence $f(x) \mid H_{p, m}(x)$.

Meyn [29] showed that you can construct irreducible polynomials over $\mathbb{F}_{2}$ using selfreciprocal ones. Cohen [13] generalized this method to finite fields of odd order. He defined an operator $R$ such that given a polynomial $f$ of degree $m$,

$$
f^{R}(x)=(2 x)^{m} f(1 / 2(x+1 / x))
$$

It can be shown that $f^{R}(x)$ is a self-reciprocal polynomial of degree $2 m$. Cohen then proved the following theorem [13, Theorem 2].

Theorem 3.20. Let $p$ be an odd prime and let $f_{0}(x)$ be a monic irreducible polynomial $\bmod p$ of degree $d \geq 1$, where $d$ is even if $p=3 \bmod 4$. Suppose that $\left(\frac{f_{0}(1) f_{0}(-1)}{p}\right)=-1$. For each integer $m \geq 1$ define

$$
f_{m}(x)=f_{m-1}^{R}(x)
$$

Then for all $m \geq 0, f_{m}(x)$ is irreducible over $\mathbb{F}_{p}$ and has degree d2 ${ }^{m}$.
Example 3.21. If we take $p=13$ and $f_{0}=x+3$, then $\left(\frac{f_{0}(1) f_{0}(-1)}{p}\right)=\left(\frac{8}{13}\right)=-1$. So Theorem 3.20 says that

$$
\begin{gathered}
x+3, \quad x^{2}+6 x+1, \quad x^{4}+12 x^{3}+6 x^{2}+12 x+1, \\
x^{8}+11 x^{7}+2 x^{6}+12 x^{5}+5 x^{4}+12 x^{3}+2 x^{2}+11 x+1
\end{gathered}
$$

are all irreducible mod 13.
Using Theorem 3.20 , we will now show that there is another way to construct irreducible polynomials of degree $2^{m} \bmod p \mid n$.

Alternative proof of Theorem 3.16. We will again use that if $n$ is prime, then we can compute square roots modulo $n$ given some quadratic non-residue.
First suppose that $n=1 \bmod 4$. First check that -1 has a square root $\bmod n$, so we know that all prime divisors of $n$ are $1 \bmod 4$. Now find an integer $a$ with $\left(\frac{a^{2}-1}{n}\right)=-1$. Take $f_{0}(x)=x+a$, then Theorem 3.20 constructs polynomials of degree $2^{m}$ for all $m \geq 0$ that are irreducible modulo some $p \mid n$.
The case that $n=3 \bmod 4$ is a bit harder, because the degree of $f_{0}(x)$ now has to be at least 2. Find an $a$ with $\left(\frac{a}{n}\right)=-1$ and find a polynomial $f_{0}(x)=x^{2}+b x+c$ with the following properties: $\left(\frac{\Delta\left(f_{0}\right)}{n}\right)=-1$ and $\left(\frac{f_{0}(1) f_{0}(-1)}{n}\right)=-1$. Cohen proves in Lemma 4 of his paper [13] that those polynomials exist. We know that $n$ has a prime divisor $p$ that is $3 \bmod 4$. If we want to apply Theorem 3.20 , then we need that all the equalities:

$$
\left(\frac{-1}{p}\right)=\left(\frac{\Delta\left(f_{0}\right)}{p}\right)=\left(\frac{f_{0}(1) f_{0}(-1)}{p}\right)=-1
$$

are true for that prime divisor $p$. Now, similarly as in the previous proof of this proposition, check that $-\Delta(f)$ and $-f_{0}(1) f_{0}(-1)$ are indeed both a square $\bmod n$ using the square root algorithm. If not, then $n$ is composite, otherwise we know that

$$
\left(\frac{-1}{q}\right)=\left(\frac{\Delta(f)}{q}\right)=\left(\frac{f_{0}(1) f_{0}(-1)}{q}\right)
$$

for all primes $q \mid n$. Hence, those symbol are all -1 for $p$. The claim then follows from Theorem 3.20

We found one more way to construct polynomials $f$ which are irreducible modulo a divisor of $n$. This one very different from the others. The power of this method is that you can choose any degree you want. The big downside is that you can't always prove that the polynomial is irreducible. This method again only works in a compositeness/primality test setting, which is the setting we are most interested in. The main idea is that we can rule out certain factorizations of $f$ modulo the prime divisors of $n$.

Proposition 3.22. Given positive integers $n$ and $d$ with $n$ odd, there is an algorithm that either proves that $n$ is composite or returns a polynomial $f$ of degree $d$ such that if a prime $p$ divides $n$, then $f$ splits as a product of degree e irreducible polynomials over $\mathbb{F}_{p}$, where $e \mid d$. The number e can vary for the different prime divisors of $n$.

Proof. If $n$ is prime, then we can find irreducible polynomials $f$ of any degree $d$ in expected polynomial time in $\log (n)$ and $d$ [45]. If that algorithm fails to produce a polynomial of degree $d$, then $n$ is composite. Otherwise, we continue by computing $x^{n}, \ldots, x^{n^{d-1}} \bmod f$ and we check that
$f\left(x^{n^{i}}\right)=0 \bmod f$ for all $1 \leq i \leq d-1$ and $\operatorname{gcd}\left(x^{n^{i}}-x^{n^{j}}, f\right)=1$ for all $0 \leq i<j \leq d-1$.
If one of those equalities does not hold, then $n$ is composite. Finally, we check that $\operatorname{gcd}\left(f, f^{\prime}\right)=1$ to ensure that $f$ is square-free modulo all divisors of $n$. Let $p$ be a prime
divisor of $n$ and suppose that $f$ factors into irreducibles as $f_{1} \cdots f_{r}$ over $\mathbb{F}_{p}$. Now take an arbitrary $f_{i}(x)$. Then $F=\mathbb{F}_{p}[x] /\left(f_{i}(x)\right)$ is a field, so $f$ has at most $d$ roots in $F$. We found $d$ of them, so $f$ splits completely in $F$. This means that all $f_{j}(x)$ split completely in $F$, so $\mathbb{F}_{p^{\operatorname{deg}\left(f_{j}\right)}} \subset \mathbb{F}_{p^{\operatorname{deg}\left(f_{i}\right)}}$, hence we get that $\operatorname{deg}\left(f_{j}\right) \mid \operatorname{deg}\left(f_{i}\right)$ for all $j$. The above is true for all $i$, so $e=\operatorname{deg}\left(f_{i}\right)=\operatorname{deg}\left(f_{j}\right)$ for all $i, j$, which also implies that $e \mid \operatorname{deg}(f)=d$. This number $e$ can vary for the different prime divisors of $n$.

Corollary 3.23. Given positive integers $n$ and $d$ with $n$ odd and $d$ prime, there is an algorithm that either proves that $n$ is composite, or returns a polynomial $f$ of degree $d$ such that for every prime $p \mid n$ we have that $f$ is irreducible or splits completely over $\mathbb{F}_{p}$. This can vary for the different prime divisors of $n$.

Proof. This clearly follows from Proposition 3.22 , since the only positive divisors of $d$ are 1 and $d$.

It would be great if we could rule out the case that $f$ completely splits, because then we can prove that $f$ is irreducible modulo $p \mid n$. We will sketch one possible way to do this. Suppose that we know a factor $a$ of $n^{\operatorname{deg} f}-1$ that is at least $\sqrt{n}$. Note that if $n$ is composite, then it has a prime divisor $p \leq \sqrt{n}$. Try to find an element that has order at least $a$ in $\left(\mathbb{F}_{p}[x] /(f)\right)^{*}$. If $f$ completely splits over $\mathbb{F}_{p}$, then such elements can't exist in $\left(\mathbb{F}_{p}[x] /(f)\right)^{*}$, since then $\left(\mathbb{F}_{p}[x] /(f)\right)^{*}=\left(\left(\mathbb{F}_{p}\right)^{*}\right)^{\operatorname{deg}(f)}$ and $\# \mathbb{F}_{p}^{*}=p-1<\sqrt{n} \leq a$. Which gives a contradiction, proving that $f$ is irreducible $\bmod p \mid n$. If you could find an element of order at least $n$, then you can show that $f$ is irreducible modulo all divisors of $n$, since all prime factors of $n$ are $\leq n$. The big problem with this method is that you have to (partially) factor $n^{\operatorname{deg} f}-1$, which is a very big integer, so that can be very hard.

This finishes our exploration of constructing polynomials that are irreducible modulo a divisor of $n$. We already saw that we can use these polynomials in the test that follows from Theorem 3.11. But, we also found another application that uses elliptic curves.

### 3.3 Elliptic curves

We will only give a very brief description of elliptic curves, a more detailed account can be found in [46]. Given a field $F$ with $\operatorname{char}(F) \neq 2,3$ and $a, b \in F$, an elliptic curve $E$ is the set of solutions $(x, y) \in F^{2}$ of a Weierstrass equation:

$$
\begin{equation*}
y^{2}=x^{3}+a x+b \tag{3.2}
\end{equation*}
$$

together with a point at infinity denoted by $\mathcal{O}$. We also need that $E$ is non-singular, this means that $\Delta_{E}:=-16\left(4 a^{3}+27 b^{2}\right)$ has to be non-zero in $F$. The $j$-invariant is defined as $-1728(4 a)^{3} / \Delta_{E}$. The set $E$ can be turned into an abelian group $(E,+)$ with identity $\mathcal{O}$. For $m \in \mathbb{N}$ we write $[m] P=P+\cdots+P$, where $P$ appears $m$ times. Elliptic curves have been of great interest because of their applications in cryptography, but also in primality tests and integer factorization algorithms. Currently, the (heuristically) fastest primality proving algorithm is the Atkin-Morain ECPP test. A fast version [32]
of this algorithm has a heuristic running time of $\widetilde{\mathcal{O}}\left(\log (n)^{4}\right)$. We now give a brief sketch of that algorithm.

Given a prime $n$, you can consider elliptic curves defined over $\mathbb{Z} / n \mathbb{Z}$. But, if $n$ is not prime, then $E(\mathbb{Z} / n \mathbb{Z})$ is not an elliptic curve by definition. However, we can pretend that that is not a problem and still do computations in $E$. It can be shown [31, § 5.4.2] that given $P, Q \in E(\mathbb{Z} / n \mathbb{Z})$, the addition algorithm either correctly computes $P+Q$ in $E(\mathbb{Z} / n \mathbb{Z})$, or it returns a factor of $n$. The latter case is certainly not a problem, because then we have proven that $n$ is composite. Those "elliptic curves" are sometimes called pseudo-elliptic curves, or just elliptic curves for short.

A fundamental result of elliptic curves over finite fields is the Hasse bound.
Theorem 3.24. Let $E$ be an elliptic curve over a finite field of $q$ elements. Then

$$
|\# E-(q+1)| \leq 2 \sqrt{q}
$$

We can now prove the core result that Atkin and Morain use in their ECPP test. The result and proof are very similar to Proposition 2.29 and the method described below Corollary 3.23. We follow the proof of [31, Theorem 5.5.1].

Proposition 3.25. Suppose we have an integer $n$ and a point $P$ on an elliptic curve $E$ defined over $\mathbb{Z} / n \mathbb{Z}$ with the following properties. Suppose there are integers $m, s$ such that $s>\left(n^{1 / 4}+1\right)^{2}$ and $s \mid m$ and $[m] P=\mathcal{O}$ and $\left[m / q_{i}\right] P \neq \mathcal{O}$ for all primes $q_{i} \mid s$. Then $n$ is prime.

Proof. Suppose that $n$ is not prime and let $p$ be a prime divisor of $n$ with $p \leq \sqrt{n}$. Let $E_{p}$ be the elliptic curve $E$ viewed modulo $p$, also denote $P_{p}$ by the point $P$ reduced modulo $p$. This is possible, since if 3.2 holds modulo $n$, then it is also true modulo $p$. Now, $[s][m / s] P_{p}=\mathcal{O}$, so $s$ is a multiple of the order of $[m / s] P_{p} \in E_{p}$. Furthermore, $\left[m / q_{i}\right] P_{p} \neq \mathcal{O}$ for all primes $q_{i} \mid s$, because otherwise the point addition algorithm would have returned the factor $p$ of $n$. This means that $[m / s] P$ has order $s$ in $E_{p}$. Hence $s \mid \# E_{p}$, so

$$
\# E_{p} \geq s>\left(n^{1 / 4}+1\right)^{2} \geq(\sqrt{p}+1)^{2}
$$

Now we use Theorem 3.24 to see that

$$
\# E_{p} \leq p+1+2 \sqrt{p}=(\sqrt{p}+1)^{2}<\# E_{p}
$$

which is a contradiction. Thus $n$ is prime.
We now check if the assumptions of Proposition 3.25 are reasonable. If $n$ is prime, then we can find a point $P$ by taking a random integer $x$ and then computing a square root of $x^{3}+a x+b \bmod n$. If this process fails, then $n$ is composite. Finding the integer $m$ is harder. The Goldwasser-Kilian ECPP test finds $m$ using Schoof's algorithm 42] to compute the order of $E$. The running time of Schoof's algorithm is polynomial in $\log (n)$, but it is not very fast in practice. Another way to find $m$ is by using complex multiplication. That method has as input a prime $p$ and constructs an elliptic curve
$E$ such that you know the order of $E$. It would take way to long to explain it all, so we refer to [31]. The complex multiplication method is often used in practice because it is much faster than Schoof's algorithm. Yet another way to find $m$ is by restricting ourselves to supersingular curves, which we will consider later in this chapter.

Although we now know that we can compute the integer $m$, we still have to compute a large factor of $m$. This can be very hard in general, since $m \in \mathcal{O}(n)$. However, the power of elliptic curves is that we are not restricted to one group order. If we can't find a large factor of the order of one elliptic curve, then we can take another and try again.

We will now propose a compositeness test that combines the ECPP test of Atkin and Morain with Grantham's test. The idea is that elliptic curves can be defined over any finite field, so why not take an extension of a finite field. The bridge between Grantham's test and elliptic curves is the following map. Given an elliptic curve $E$ over a finite field $\mathbb{F}_{p^{d}}=\mathbb{F}_{p}[x] /(f)$, the map

$$
\begin{aligned}
\sigma_{p}: E\left(\mathbb{F}_{p^{d}}\right) & \longrightarrow E\left(\mathbb{F}_{p^{d}}\right) \\
(g(x), h(x)) & \longmapsto\left(g(x)^{p}, h(x)^{p}\right) \\
\mathcal{O} & \longmapsto \mathcal{O}
\end{aligned}
$$

is called the Frobenius endomorphism. The freshman's dream implies that this map is well defined. The fact that it is an endomorphism that sends $\mathcal{O}$ to $\mathcal{O}$ tells us that it is a group homomorphism from $E\left(\mathbb{F}_{p^{d}}\right)$ to itself. The fundamental property of the Frobenius endomorphism is that it satisfies the following characteristic equation:

$$
\begin{equation*}
\sigma_{p}^{2}-\left[t_{p}\right] \sigma_{p}+[p]=[0] \tag{3.3}
\end{equation*}
$$

where $t_{p}=p+1-\# E\left(\mathbb{F}_{p}\right)$ is called the trace of Frobenius. This means that for all $P=(g(x), h(x)) \in E\left(\mathbb{F}_{p^{d}}\right)$, we have that

$$
\left(g(x)^{p^{2}}, h(x)^{p^{2}}\right)-\left[t_{p}\right]\left(g(x)^{p}, h(x)^{p}\right)+[p](g(x), h(x))=\mathcal{O}
$$

This gives rise to the following compositeness test for an integer $n$. Use one of the results such as Theorem 3.16 to get a polynomial $f$ that is irreducible modulo some $p \mid n$. Then check if $(n, f)$ passes Grantham's test, if not, then $n$ is composite. Construct an elliptic curve $E: y^{2}=x^{3}+a x+b$ with $\operatorname{gcd}\left(\Delta_{E}, n\right)=1$ such that if $n$ is prime, you know that the order of $E(\mathbb{Z} / n \mathbb{Z})$ is an integer $m$. We have already stated that this can be done using various techniques. Using this "guess" for $\# E$, we can compute $t_{n}=n+1-m$. Now pick a random point $P=(g(x), h(x))$ on $E((\mathbb{Z} / n \mathbb{Z})[x] /(f))$ by randomly choosing $g(x)$ and then computing a square root $h(x)$ of $g(x)^{3}+a g(x)+b$ in $(\mathbb{Z} / n \mathbb{Z})[x] /(f)$. This can be done using a square root algorithm that works in general finite fields [18, Algorithm 14.15]. As always, if the process fails, then $n$ is composite. After that, we check that the following equation holds

$$
\begin{equation*}
\left(g(x)^{n^{2}}, h(x)^{n^{2}}\right)-\left[t_{n}\right]\left(g(x)^{n}, h(x)^{n}\right)+[n](g(x), h(x))=\mathcal{O} \tag{3.4}
\end{equation*}
$$

in $E((\mathbb{Z} / n \mathbb{Z})[x] /(f))$. If not, then $n$ is composite.

The link with Grantham's test lies in the $n$th power map. Similarly what we did in Proposition 3.12, if we also check that $g\left(x^{n}\right)=g(x)^{n} \bmod (f, n)$ and $h\left(x^{n}\right)=h(x)^{n} \bmod$ $(f, n)$, then since $x^{n}=x^{p^{k}} \bmod (f, p)$ for some $k$, we know that $\sigma_{n}(P)=\sigma_{p}^{k}(P) \bmod$ $(f, p)$. So (3.4) implies that

$$
\begin{equation*}
\sigma_{p}^{2 k}(P)-\left[t_{n}\right] \sigma_{p}^{k}(P)+[n] P=\mathcal{O} \tag{3.5}
\end{equation*}
$$

in $E((\mathbb{Z} / p \mathbb{Z})[x] /(f))$. At the same time, we know that

$$
\begin{equation*}
\sigma_{p}^{2}(P)-\left[t_{p}\right] \sigma_{p}(P)+[p] P=\mathcal{O} \tag{3.6}
\end{equation*}
$$

in $E((\mathbb{Z} / p \mathbb{Z})[x] /(f))$, where $t_{p}=p+1-\# E\left(\mathbb{F}_{p}\right)$. We would like to combine those two equations to get information about $p$ for our compositeness test. However, this is quite difficult, since $p$ and $t_{p}$ are both unknown. Fortunately, in some cases we do know $t_{p}$, for example when the elliptic curve $E$ is supersingular.

We say that $E\left(\mathbb{F}_{p}\right)$ is supersingular if $t_{p}=0 \bmod p$. If $p>3$, then Theorem 3.24 implies that $t_{p}=0$. This will make it a lot easier to combine equations (3.5) and (3.6). We will see that there is a very nice link with what we did in Lemma 3.10. The next proposition helps us constructing supersingular elliptic curves. A proof can be found in [51, Proposition 4.37].

Proposition 3.26. Let $p>3$ be a prime. Then $E: y^{2}=x^{3}+1$ defined over $\mathbb{F}_{p}$ is supersingular if and only if $p=2 \bmod 3$ and $E: y^{2}=x^{3}+x$ defined over $\mathbb{F}_{p}$ is supersingular if and only if $p=3 \bmod 4$.

As usual, the above proposition is only true for prime numbers $p$. So, if we want to use it in a compositeness test for an integer $n$, we can try to reduce modulo some prime divisor of $n$.

Proposition 3.27. Given positive integers $n$ and $m$ with $\operatorname{gcd}(n, 6)=1$ and $n=2 \bmod 3$ or $n=3 \bmod 4$, there is an algorithm that either proves that $n$ is composite, or returns an elliptic curve $E$ and a polynomial $f$ of degree $2^{m}$ such that there is a prime divisor $p \mid n$ such that $E\left(\mathbb{F}_{p}\right)$ is supersingular and $f$ is irreducible over $\mathbb{F}_{p}$.

Proof. We will show that the (first) proof of Theorem 3.16 for irreducible polynomials $\bmod p \mid n$ can be adapted such that we also get a supersingular elliptic curve modulo the same prime $p$.
First suppose that $n=3 \bmod 4$. In the proof of Theorem 3.16, we saw that $n$ in that case has a prime divisor $p$ which is also $3 \bmod 4$ and the polynomial $f$ of degree $2^{m}$ we constructed was irreducible over $\mathbb{F}_{p}$. Take the elliptic curve $E: y^{2}=x^{3}+x$ from Proposition 3.26, then $E\left(\mathbb{F}_{p}\right)$ is supersingular.
Now suppose that $n=2 \bmod 3$, then $n$ has a prime divisor $p$ that is also $2 \bmod 3$. We now take $E: y^{2}=x^{3}+x$, then $E\left(\mathbb{F}_{p}\right)$ is supersingular. We don't know the value of

$$
\left(\frac{3}{n}\right)=(-1)^{\frac{n-1}{2}}\left(\frac{n}{3}\right)=(-1)^{\frac{n+1}{2}}
$$

yet, since that depends on $n \bmod 4$. So, first suppose that $n=1 \bmod 4$. Then $\left(\frac{3}{n}\right)=-1$. Now check that $-1 \bmod n$ is indeed a square, then all primes dividing $n$ are $1 \bmod 4$. Hence $\left(\frac{3}{p}\right)=-1$, so we can use Proposition 3.14 with $a=3$ to get a polynomial of degree $2^{m}$ that is irreducible over $\mathbb{F}_{p}$. Finally, suppose that $n=3 \bmod 4$. This time $\left(\frac{3}{n}\right)=1$, and we can check that it is indeed a square $\bmod n$. This implies that $\left(\frac{3}{p}\right)=1$, so $p=3 \bmod 4$, where $p$ is the prime divisor of $n$ which is $2 \bmod 3$. Find an integer $a$ with $\left(\frac{a^{2}+4}{n}\right)=-1$. Then by computing a square root of $-\left(a^{2}+4\right) \bmod n$ like before, we can show that $\left(\frac{a^{2}+4}{p}\right)=-1$. Hence, we get our desired polynomial from Proposition 3.15

We can now use Proposition 3.27 in the compositeness test described above Proposition 3.26 . Suppose that $n=3 \bmod 4$ or $n=2 \bmod 3$, then we get an elliptic curve $E$ that is supersingular for some prime $p \mid n$. If we check that $\operatorname{gcd}(6, n)=1$, then $p>3$, so $t_{p}=0$. We also take $t_{n}=0$, because if $n$ is prime, then $E\left(\mathbb{F}_{n}\right)$ is also supersingular. Now, $\sigma$ is a group homomorphism, so equation (3.6) implies that

$$
\sigma_{p}^{2 k}(P)=[-p] \sigma_{p}^{2 k-2}(P)=\left[p^{2}\right] \sigma_{p}^{2 k-4}(P)=\cdots=\left[(-p)^{k}\right] P
$$

Combining with equation (3.5), we get that

$$
[-n] P=\left[(-p)^{k}\right] P
$$

in $E((\mathbb{Z} / p \mathbb{Z})[x] /(f))$. Now, the polynomial $f$ from Proposition 3.27 has degree $d=2^{m}$ and we expect that all of $x, x^{p}, \ldots, x^{p^{2^{m}-1}}$ are different roots of $f$. If that's not the case, then $n$ is composite, else we know that $\operatorname{gcd}\left(k, 2^{m}\right)=1$, which means that $k$ is odd. We can check this by computing $\operatorname{gcd}\left(x^{p^{i}}-x^{p^{j}}, f\right)$ for all $0 \leq i<j \leq d-1$. Let $a$ be the order of $P \in E\left(\mathbb{F}_{p^{d}}\right)$, then $n=p^{k} \bmod a$. Which is the exact same relation as the one we got below Lemma 3.10 . The only possible difference is that the modulus $a$ might be different.

However, $a$ divides the order of $E\left(\mathbb{F}_{p^{d}}\right)$ and since $E\left(\mathbb{F}_{p}\right)$ is supersingular, there is an explicit formula for the order of that group [46, Exercise 5.15]

$$
\# E\left(\mathbb{F}_{p^{d}}\right)= \begin{cases}p^{d}+1 & \text { if } d \text { is odd } \\ \left(p^{d / 2}-(-1)^{d / 2}\right)^{2} & \text { if } d \text { is even }\end{cases}
$$

Now note that $p^{d}+1 \mid p^{2 d}-1=\# \mathbb{F}_{p^{2 d}}^{*}$ and $p^{d / 2}-(-1)^{d / 2} \mid p^{d}-1=\# \mathbb{F}_{p^{d}}^{*}$. Which means that if a point $P \in E\left(\mathbb{F}_{p^{d}}\right)$ has order $a$, where $E\left(\mathbb{F}_{p}\right)$ is supersingular, then there is also an element in $\mathbb{F}_{p^{2 d}}^{*}$ of order $a$. So, Grantham's test on supersingular elliptic curves reduces to the usual Grantham's test in finite fields.

This means that using supersingular curves in our compositeness test is not very useful, because it is not better than just working in finite fields. However, the strength of elliptic curves is precisely that you are not restricted to a single group. The downside of using an elliptic curve with $t_{p} \neq 0$ is that you can't combine equations (3.5) and (3.6) very easily to get an explicit result. But, using our elliptic compositeness test with those
elliptic curves is still a strong test, since it is at least as strong as Grantham's test, and probably even stronger.

It should be noted that using supersingular elliptic curves in compositeness tests has been done before. Gordon [20] introduced the so-called elliptic pseudoprimes. Given an integer $n$ and an elliptic curve $E$ defined modulo $n$ such that $E$ is supersingular if $n$ is prime, the integer $n$ is an elliptic pseudoprime for $(E, P)$ if $P \in E$ and $[n+1] P=\mathcal{O}$. We can [47] of course extend this by defining $n$ to be an elliptic Carmichael number for $E$ if $n$ is an elliptic pseudoprime for $(E, P)$ for all $P \in E$. Examples for $E$ can be found in Proposition 3.26, but these are not the only ones, as we will see in the next paragraph.

### 3.4 Non-residue modulo all divisors of $n$

The goal of this paragraph is to prove the following new result.
Theorem 3.28. Given an integer n, there is an algorithm that either shows that $n$ is composite or returns an integer a with

$$
\left(\frac{a}{n}\right)=\left(\frac{a}{p}\right)=-1 \quad \text { for all primes } p \mid n
$$

If the generalized Riemann hypothesis (GRH) is true, then the algorithm has expected running time $\widetilde{\mathcal{O}}\left(\log (n)^{3}\right)$.

We stress that the GRH is only needed for proving the running time, not the correctness of the algorithm. We will first look at the two main corollaries of this theorem. The first one is an improvement of Theorem 3.16.

Corollary 3.29. Given positive integers $n$ and $m$ with $n$ odd, there is an algorithm that either proves that $n$ is composite, or returns a polynomial of degree $2^{m}$ that is irreducible modulo all prime divisors of $n$.

Proof. Suppose that we get an integer $a$ from the algorithm of Theorem 3.28. We will adapt the first proof of Theorem 3.16 using this $a$
First suppose that $n=1 \bmod 4$. We can follow the same steps as in the first proof of Theorem 3.16, but we don't have to find a non-residue modulo $n$, we use the integer $a$ instead. Then Proposition 3.14 gives a polynomial of degree $2^{m}$ that is irreducible modulo all $p \mid n$.
Now suppose that $n=3 \bmod 4$. This case is slightly more work, since now we need an integer $b$ with $\left(\frac{b^{2}+4}{n}\right)=-1$, so we can't use $a$ directly. But, if we find such $b$, then we can try to compute the square root of $a\left(b^{2}+4\right) \bmod n$. If it exists, then

$$
\left(\frac{b^{2}+4}{p}\right)=\left(\frac{a}{p}\right)=-1 \quad \text { for all } p \mid n
$$

Then by following the rest of the first proof of Theorem 3.16, we get a polynomial of degree $2^{m}$ that is irreducible modulo all $p \mid n$.

This gives another big improvement for the test described in Theorem 3.11. Because it makes it easier to satisfy the assumption that there is a prime divisor $p$ of $n$ such that we have an element of large order.

The second corollary is also interesting since it can strengthen a lot of existing compositeness and primality tests.

Corollary 3.30. Given an integer $n$, there is an algorithm that either shows that
a) $n$ is composite, or
b) $n$ is prime or has at least 3 (not necessarily distinct) prime divisors.

If the generalized Riemann hypothesis (GRH) is true, then the algorithm has expected running time $\widetilde{\mathcal{O}}\left(\log (n)^{3}\right)$.

Proof. Suppose that we get an integer $a$ from the algorithm of Theorem 3.28. We will prove a slightly stronger result, namely that $n$ has an odd number of prime divisors. Because if $n$ has $2 m$ prime divisors, then

$$
-1=\left(\frac{a}{n}\right)=(-1)^{2 m}=1 .
$$

So, if $n$ is composite, then $n$ has at least 3 prime divisors.
We could try to use Corollary 3.30 to improve compositeness tests like the MillerRabin test. It might be possible to improve the probability $1 / 4$ from that test to $1 / 8$ using the fact that $n$ has 3 prime factors. But, the complexity of one run of a MillerRabin test is $\widetilde{\mathcal{O}}\left(\log (n)^{2}\right)$. So combining them is probably not worth it, because we can do $\widetilde{\mathcal{O}}(\log (n))$ runs of Miller-Rabin in the time that we run the algorithm from Corollary 3.30, which is more than enough.

But, the combination with the ECPP test might be more promising. Because then we can weaken the assumption in Proposition 3.25 that we need an integer $s$ such that $s>\left(n^{1 / 4}+1\right)^{2}$ to having an integer $s$ such that $s>\left(n^{1 / 6}+1\right)^{2}$. This is an improvement of a factor $\mathcal{O}\left(n^{1 / 6}\right)$, which is significant, since factoring the integer $m$ in Proposition 3.25 is generally very hard. Furthermore, one round of fast ECPP takes $\widetilde{\mathcal{O}}\left(\log (n)^{3}\right)$ [32], so Corollary 3.30 won't worsen the complexity. However, ECPP is usually implemented such that it tries to find integers $m$ that are of the form $a \cdot q$, where $a$ is a small integer and $q$ a large probable prime, so that we can take $s=q$. It then proceeds recursively by proving that $q$ is prime with a different elliptic curve modulo $q$. With that in mind, it doesn't really matter if the bound on $s$ is weakened, since $s$ is already big enough anyways.

Instead, the combination of Corollary 3.30 with ECPP is better when we try we search for an $m$ that can be easily factored as $b \cdot c$, where $b$ consists of small prime factors and $b>\left(n^{1 / 6}+1\right)^{2}$. Because then we could prove the primality of $n$ in one round of ECPP, instead of the recursive process. But, this would need a more detailed analysis to see which version is faster, since integers with such a large smooth factor might be a lot scarcer than the ones of the form $a \cdot q$ from before.

At first we tried to prove Theorem 3.28 using properties of finite fields such as Proposition 3.2. Using those properties we could produce an integer $a$ that was very likely to be a non square modulo all divisors, but we could not find a proof. Fortunately, we did eventually succeed using a very different approach. Coincidentally, this method uses supersingular elliptic curves again. Our algorithm uses two existing algorithms. The first one constructs a supersingular curve and the second one checks if an elliptic curve is supersingular or not. Using those two algorithms, we will produce an elliptic curve $E$ that is supersingular modulo all divisors of $n$. In Proposition 3.26 we already saw that $E: y^{2}=x^{3}+x$ is supersingular over $\mathbb{F}_{p}$ if and only if $\left(\frac{-1}{p}\right)=-1$. Continuing this idea, we will construct elliptic curves $E$ and certain integers $a$ such that $E\left(\mathbb{F}_{p}\right)$ is supersingular if and only if $\left(\frac{a}{p}\right)=-1$.

Unfortunately, we won't explain the two algorithms in much detail, this is because the theory behind it would take a lot of work to set up. However, we will explain how the correctness of our algorithm follows from the other two.

The first algorithm is by Bröker [9, Algorithm 2.4] and can be seen as a generalization of Proposition 3.26. Recall that for an elliptic curve $E: y^{2}=x^{3}+a x+b$, the $j$-invariant $j(E)$ is defined as $j(E)=-1728(4 a)^{3} / \Delta_{E}$. It can be shown that two elliptic curves over an algebraically closed field $K$ are isomorphic if and only if they have the same $j$-invariant [46, Proposition 1.4b]. The algorithm first finds a $j$ which is a $j$-invariant of a supersingular elliptic curve. It accomplishes this by computing a root of the Hilbert class polynomial $P_{K}(x) \in \mathbb{Z}[x]$ of a certain quadratic field $K$. After that it constructs an elliptic curve $E$ with $j$-invariant $j$. The input of the algorithm is an odd prime $p$ and the output is a supersingular curve $E$ over $\mathbb{F}_{p}$.

```
Algorithm 3 Constructing supersingular curves
    function ConstructSupersingular \((p)\)
        if \(p=3 \bmod 4\) then
            return \(E: y^{2}=x^{3}+x\)
        end if
        find the smallest prime \(q\) such that \(q=3 \bmod 4\) and \(\left(\frac{-q}{p}\right)=-1\)
        if \(q=3\) then
            return \(E: y^{2}=x^{3}+1\)
        end if
        let \(K=\mathbb{Q}(\sqrt{-q})\) and compute \(P_{K}(x)\)
        reduce \(P_{K}(x) \bmod p\) and compute a root \(j \in \mathbb{F}_{p}\)
        compute \(a=\frac{27 j}{4(1728-j)} \bmod p\)
        return \(E: y^{2}=x^{3}+a x-a\)
    end function
```

Bröker proves that his algorithm always returns a supersingular curve and that the expected running time is $\widetilde{\mathcal{O}}\left(\log (p)^{3}\right)$, assuming the generalized Riemann hypothesis (GRH). The GRH is only used for the bound on the running time, not for the correctness. In the proof he shows that the elliptic curve in line 12 is supersingular if
and only if the prime $q$ satisfies $\left(\frac{-q}{p}\right)=-1$. Note that by Proposition 3.26 , the elliptic curve in lines 3 and 7 are supersingular if and only if $\left(\frac{-1}{p}\right)=-1$ and $\left(\frac{-3}{p}\right)=-1$ respectively. We thus see that every elliptic curve returned by Algorithm 3 can be associated with an integer $a$ such that $\left(\frac{a}{p}\right)=-1$.

We can use Algorithm 3 in a compositeness test as follows. If we run the algorithm on an integer $n$, then either a step fails, showing that $n$ is composite, or it returns an elliptic curve $E$. We don't know yet if $E$ is supersingular modulo prime divisors of $n$, because Algorithm 3 is only correct for prime numbers. To circumvent this problem, we use the following algorithm.

The second algorithm is by Sutherland [48, Algorithm 2]. It takes as input an elliptic curve $E$ and a prime $p>3$ and returns true if $E\left(\mathbb{F}_{p}\right)$ is supersingular and false otherwise. Sutherland proved that the expected running time of his algorithm is $\widetilde{\mathcal{O}}\left(\log (p)^{3}\right)$.

```
Algorithm 4 Identifying supersingular curves
    function CheckSupersingular \((E, p)\)
        try to factor \(\Phi_{2}(x, j(E))\) as \(\left(x-j_{1}\right)\left(x-j_{2}\right)\left(x-j_{3}\right)\) in \(\mathbb{F}_{p^{2}}\)
        if \(\Phi_{2}(x, j(E))\) can't be factored like that in \(\mathbb{F}_{p^{2}}\) then
            return false
        end if
        set \(j_{i}^{\prime}=j(E)\) for \(i=1,2,3\)
        compute \(m=\left\lfloor\log _{2}(p)\right\rfloor+1\)
        for \(k=1, \ldots, m\) do
            for \(i=1,2,3\) do
                compute \(f_{i}(x)=\Phi_{2}\left(x, j_{i}\right) /\left(x-j_{i}^{\prime}\right) \in \mathbb{F}_{p^{2}}[x]\)
                update \(j_{i}^{\prime}=j_{i}\)
                try to find a root \(r_{i}\) of \(f_{i}(x)\) in \(\mathbb{F}_{p^{2}}\)
                    if \(f_{i}(x)\) does not have a root in \(\mathbb{F}_{p^{2}}\) then
                    return false
                end if
                update \(j_{i}=r_{i}\).
            end for
        end for
        return true
    end function
```

The algorithm uses the so-called modular polynomials $\Phi_{l}(x, y) \in \mathbb{Z}[x, y]$ for positive integers $l$. It can be shown that [48] if $j_{1}$ and $j_{2}$ are roots of a $\Phi_{l}(x, y) \bmod p$, then there are elliptic curves $E_{1}, E_{2}$ over $\mathbb{F}_{p}$ such that $j_{i}=j\left(E_{i}\right)$ for $i=1,2$ and $\# E_{1}\left(\mathbb{F}_{p}\right)=$ $\# E_{2}\left(\mathbb{F}_{p}\right)$. So, $E_{1}\left(\mathbb{F}_{p}\right)$ is supersingular if and only if $E_{2}\left(\mathbb{F}_{p}\right)$ is supersingular. The algorithm tries to find a "long" chain of roots of $\Phi_{2}(x, y)$, starting with $x=j(E)$, where
$E$ is the elliptic curve of the input and

$$
\begin{aligned}
\Phi_{2}(x, y)= & x^{3}+y^{3}-x^{2} y^{2}+1488\left(x^{2} y+x y^{2}\right)-162000\left(x^{2}+y^{2}\right) \\
& +40773375 x y+8748000000(x+y)-157464000000000 .
\end{aligned}
$$

Note that this polynomial is symmetric. Sutherland showed that such a long chain exists if and only if $E\left(\mathbb{F}_{p}\right)$ is supersingular. He also showed that his algorithm finds the longest chain, hence we can prove or disprove that $E$ is supersingular.

This algorithm is again only correct for prime numbers $p$, but we will now show that we can adapt both Algorithm 3 and 4 to be useful in a compositeness test setting.

We first consider Algorithm 3. We have to slightly change this algorithm to "work" for general integers $n$. After line 7 , we also check that -1 really is a square $\bmod n$. If that process fails, then $n$ is composite. We do this to ensure that all prime divisors of $n$ are $1 \bmod 4$. Furthermore, instead of just returning the elliptic curve, we also return the corresponding integer $a$ such that $\left(\frac{a}{n}\right)=-1$. So, in line 3 of Algorithm 3 we have $a=-1$, in line 7 we have $a=-3$ and in line 12 we have $a=-q$. We call this algorithm the adapted Algorithm 3 .

Now we consider Algorithm 4. We also have to alter this algorithm a little bit, since it uses finite fields. We can't create " $\mathbb{F}_{n^{2}}$ ", because we don't know if $n$ is prime or not. However, we can create $\mathbb{Z} / n \mathbb{Z}[x] /(g(x))$, where $g$ has degree 2 and $\left(\frac{\Delta(g)}{n}\right)=-1$, and try to find roots of $\Phi_{2}(x, y)$ in that ring. If the algorithm fails, then we know that $n$ is composite, else we continue with the algorithm. We call this algorithm the adapted Algorithm 4.

We can now state the algorithm where Theorem 3.28 refers to. The input is an integer $n>3$, the algorithm either proves that $n$ is composite or returns an integer $a$ such that $\left(\frac{a}{n}\right)=\left(\frac{a}{p}\right)=-1$ for all primes $p \mid n$.

```
Algorithm 5 Non-residue modulo all divisors
    function FindGlobalNonresidue \((n)\)
        if \(\operatorname{gcd}(n, 6)>1\) then
            return \(n\) is composite
        end if
        run the adapted Algorithm 3 with input \(n\) and let \((E, a)\) be the output
        if the process fails then
            return \(n\) is composite
        end if
        run the adapted Algorithm 4 with input ( \(E, n\) ) and let \(b\) be the output
        if the process fails or \(b=\) false then
            return \(n\) is composite
        end if
        return \(a\)
    end function
```

Proof of Theorem 3.28. We claim that Algorithm 5 has the properties stated in the theorem.
Since both Algorithm 3 and 4 are correct when when the input is prime, we know that if one of those algorithms fails, then $n$ is composite. So, assume that neither Algorithm fails. If $b=$ false, then we also know that $n$ is composite. Since if $n$ is prime, then Algorithm 3 produces a supersingular curve over $\mathbb{F}_{n}$, so Algorithm 4 would in that case return true.
Finally, we have the case that Algorithm 5 reaches line 10, where it returns an integer $a$. In this case, we know that all of the roots $j_{i}$ and $j_{i}^{\prime}$ needed in the adapted Algorithm 4 have been found in the ring $R=\mathbb{Z} / n \mathbb{Z}[x] /(g(x))$. Let $p$ be a prime divisor of $n$. If we reduce $R$ modulo $p$, then we either get $\mathbb{F}_{p^{2}}$ or $\mathbb{F}_{p} \times \mathbb{F}_{p}$. In both cases, we see that the roots $j_{i}$ and $j_{i}^{\prime}$ also lie in $\mathbb{F}_{p^{2}}$. Then since Algorithm 4 is correct for primes, we know that $E\left(\mathbb{F}_{p}\right)$ is supersingular.
Now, in the paragraph below Algorithm 3, we noted that Bröker proved that the integer $a$ that the adapted Algorithm 3 returns satisfies $\left(\frac{a}{p}\right)=-1$ if and only if $E\left(\mathbb{F}_{p}\right)$ is supersingular. Thus we know that $\left(\frac{a}{p}\right)=-1$. Then since $p$ was an arbitrary prime divisor of $n$, we know that $\left(\frac{a}{q}\right)=-1$ for all prime divisors $q$ of $n$.
Now we look at its running time. Algorithm 3 and 4 both have expected running time $\widetilde{\mathcal{O}}\left(\log (p)^{3}\right)$ for a prime $p$, assuming GRH. In the adapted versions we fill in an integer $n$ which might be composite, but then it either aborts earlier or finishes as quickly. We only added a square root computation in Algorithm 3. We can compute square roots $\bmod n$ using the Tonelli-Shanks algorithm [1] in $\widetilde{\mathcal{O}}\left(\log (n)^{2}\right)$, or the algorithm fails, proving that $n$ is composite. Hence the total expected running time of Algorithm 5 is $\widetilde{\mathcal{O}}\left(\log (n)^{3}\right)$, assuming GRH.
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