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## 1 Introduction

The Supply Chain Optimization, SCO, department of Ordina deals with all sorts of optimization problems such as rostering and routeplanning. The problem at hand is a self-rostering problem and it is usually solved using linear programming. The roots of linear programming lie in the 19th century and the subject is still actively studied to this day. More information on its history can be found in Section 3.2. SCO would like an improved model that will take preferences into account to increase the satisfaction of the employees. This is inspired by an earlier project; however there currently isn't a specific customer.

To increase the satisfaction of employees, companies want them to be able to have some say in their working hours. Not only can planners then swap shifts to create a better roster, but also have some insight in what the preferences of employees are and, where possible, adjust when shifts start and end. However all the data used is fictional. For this reason an analysis of the preferences and a possible adjustment in shifts is purposeless. The focus will be on making sure everyone is satisfied without changing shifts. To do this, we will have to treat every employee equal as much as possible, independent of factors such as skills or days off.

As mentioned, this problem has been considered before with a former customer of SCO, and one important conclusion was that the way of rostering requires some form of transparency. It is important that an employee knows why he didn't get the shift he preferred while a colleague did get his preference. So it is also a goal to be able to explain why the final roster is fairest, and more importantly, that differences are noticed and will be remembered. Because if we can find the fairest solution, but can't show the employees that we considered everyone's preferences, we won't obtain the increase in satisfaction that we want. A struggle that many others also had, see [1], [2].

Although the preferences of employees is our focus in this thesis, the over- and understaffing of shifts isn't allowed if it can be avoided. I.e, it is considered worse than an employee not getting his preference.
There may be some employees with skills and some shifts that require those skills. As a second constraint it is not allowed for employees that lack the required skills to be assigned to these shifts.

The speed of finding a roster isn't the main concern. The focus will lie on the validity of the roster and fairness to the employees. Validity of the roster doesn't just concern over- and understaffing and skills, but also taking into account some working regulations. More details on the working regulations that will be considered are mentioned in Section 2.1.

So, summarized, the goals are:

- increase satisfaction of employees;
- transparency to the employees;
- create no over- or understaffing;
- only assign employees that have the required skills;
- working regulations must be satisfied.

The rosters that are created will have a planning horizon of one week. It is in most cases impossible to create a roster for one week in which all employees are given equally fair schedules. Therefore
kudos will be introduced. These will be used to keep track of the number of preferred shifts an employee has been assigned, compared to other employees. Kudos will be increased if an employee is given a schedule which is worse than the schedules other employees got, and decreased if it's better.

The employees are placed in categories to find the schedules faster. Employees that are comparable in factors such as contract hours, days off and preferences, will be placed in the same category. After doing this we will find the possible schedules for employees and value those depending on their preferences and current amount of kudos. Then these possible schedules and their values are used to find the fairest selection of schedules to create a valid roster. Finally the kudos of employees will be updated accordingly so they can be used for creating next week's roster.

These kudos have two main advantages. First of all, it is possible to determine who has been given schedules that contained more preferences compared to other employees, and to use this to even out the score in upcoming weeks.
As a second advantage, these kudos can be published for transparency. It will show employees that have been given a worse schedule compared to other employees, that this has been noticed by an increase in their amount of kudos and that this will be taken into consideration when creating the next roster.

## 2 Scope

In reality there are a lot of factors that can be considered while making a roster and they widely depend on the company. Some only have a few fixed shifts, others have so many small differing activities that you will need a new shift starting for every hour, or even more. Some companies may require $24 / 7$ coverage while others never work during the night or the weekends. Because we will not consider an actual case it is important to determine which factors we want to look at. To keep it fairly realistic, we want to take into account some of the more general factors. Throughout the thesis we will require a $24 / 7$ coverage where the demand on a given moment will vary depending on factors such as nights and weekends.

### 2.1 Working regulations

As mentioned before, we will consider a one week planning horizon, Monday through Sunday. Some of the working regulations are spread out over a year. There is, for example, a maximum number of night shifts that can be assigned per year. Because the roster will span only one week, it is hard to take this rule into account. Instead there will be a possibility to either work night shifts or don't work any night shifts for each employee separately.
Another rule that will not be considered is the breaks during a long shift. To simplify the model we will assume that these breaks are included in the shifts already.
However, there are some working regulations that will be considered. First, there is the weekend. It will be mandatory for each employee to have at least two days off in a row, at least once per week. To determine this, we will not consider the previous and next week. This means that if an employee has a day off on Monday and works on Tuesday, that this will not be considered a weekend even though in theory the Sunday prior to this week could also have been a day off. The reason to do this is that there currently is no data of previous weeks and nothing about the Sunday prior to this week is known.
Another rule that will be considered is the break between two shifts. After each shift there must be at least a 9 hour break, and no two shifts can be started on the same day, even if there is more than a 9 hour break between them. The length of the shifts will always be 8 hours.

### 2.2 Employment conditions

Contract hours can vary a lot between employees and the amount of variance will differ per company. However most of the time there will be a distinction between part time and full time contracts. To keep it relatively simple we will consider only those two cases: full time consisting of 38 hours per week and part time 20 hours. An employee must never work more or less than a 5 hour interval around his contract hours. This, together with the shifts that are all 8 hours in length, means that and employee working full time will always have 5 shifts per week where a part time employee will have either 2 or 3 shifts per week.
Employees might have days off that are determined beforehand and must never be violated.
Finally we will also consider holidays. These are days that employees requested leave, these must also not be violated. Holidays are always full days. So holidays and days off are very similar. Their difference is the fact that having a day off may not violate the contract hours margin whereas the holiday may. A holiday can be seen as dropping a shift and thus reducing the working hours.

### 2.3 Preferences

In reality preferences can vary a lot. For example an employee could prefer to be unavailable for a few hours in the morning to bring his children to school, which would then only be preferred during weekdays. An other may want an entire day off. A third might also prefer to be unavailable the first few hours in the morning, because he prefers to sleep longer. Or someone could have a preference to work on a praticular day.
So there are a lot of ways to set preferences. Also one might want to set some form of priority to those preferences, to make a distinction between someone who brings their children to school and someone who prefers to sleep longer. In this thesis the priority of preferences will not be considered. However the method suggested does still support a lot of freedom and can easily be adjusted to do so.

Trying to keep the possibilities for preferences fairly large, there are a few different ways to assign them.
An employee can set a preference to work or to be free at a certain time. The possible time periods that can be selected are either a full day or a part of a day.
The days are split into four parts and depend on the starting time of the shift:

- night shifts start between 21:00 and 1:59;
- morning shifts start between 2:00 and 7:59;
- day shifts start between 8:00 and 12:59;
- evening shifts start between 13:00 and 20:59.

It is important to note that an employee can only set this preference for the entire week and not for a single day.

Example 2.1. An example of possible combinations of preferences for an employee is given. Green represents preference to work and red represents the preference to be off.

|  | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Night |  |  |  |  |  |  |  |
| Morning |  |  |  |  |  |  |  |
| Day |  |  |  |  |  |  |  |
| Evening |  |  |  |  |  |  |  |

Table 1: Conflicting preferences to work, green, and to be free, red.
As can be seen from the table some preferences conflict. In this case the Tuesday evening and Friday morning have the conflicting preferences to be free and to work. In this case the shift will be considered as a shift without preferences. Two other shifts that "conflict", Tuesday morning and Friday evening, both have the preference to either work twice or be free twice. This will be considered the same as only one preference. However, just like with the priority in preferences, this can be changed if deemed necessary.

### 2.4 Skills

Finally we are also considering skills. Both employees and shifts can be given a set of skills. A shift that requires a set of skills $g_{s}$ can only be filled by employees with skill set $g_{e}$ such that $g_{e} \supseteq g_{s}$, i.e, the employee has at least all the skills required for the shift. It will be preferred to find an employee with $g_{e}=g_{s}$, but if this is not possible an overqualified employee should be assigned to the shift.

Example 2.2. Let there be a shift $s$ that requires skill $g_{1}$. If there are two possible skills, $g_{1}$ and $g_{2}$, for an employee, there are four possibilities for employees $e_{1}, \ldots, e_{4}$. Assume they have skill sets $\emptyset,\left\{g_{1}\right\},\left\{g_{2}\right\}$ and $\left\{g_{1}, g_{2}\right\}$ respectively. In this case $e_{2}$ and $e_{4}$ are the only employees that have the required skills to work shift $s$. So when assigning an employee to this shift it should be either $e_{2}$ or $e_{4}$, with $e_{2}$ having priority because $e_{4}$ is overqualified.

## 3 Linear programming

In this chapter an introduction to linear programming and its history are given and some of the algorithms are explained. A description of the system used in the thesis is given in Section 5.2.

### 3.1 Introduction

Linear programming can be used to find an optimal solution of the objective function under some constraints, both the constraints and the objective function must be linear. This can be used for minimizing the distance travelled for trucks, maximizing the profit of your company, minimizing the cost for a feasible roster etc. Also many problems in graph theory correspond to a linear programming problem, e.g. maximum matching or maximum flow.
Because minimizing and maximizing are easily interchangeable, $\max f=\min (-f)$, we will only consider maximizing. In our case it is to maximize the value of schedules to obtain an optimal roster.

Example 3.1. Your company sells two items, which we will call $x_{1}$ and $x_{2}$. You currently have 7 items of $x_{1}$ and 6 items of $x_{2}$ in stock. You profit 3 dollars from selling $x_{1}$ and 2 dollars from selling $x_{2}$. Due to limitations only 9 sales can be processed in one week. To maximize the profit, the following model can be used.

$$
\begin{aligned}
\max & 3 x_{1}+2 x_{2} \\
\text { s.t. } & x_{1} \leq 7 \\
& x_{2} \leq 6 \\
& x_{1}+x_{2} \leq 9 \\
& x_{1}, x_{2} \geq 0 .
\end{aligned}
$$

The optimal solution for this problem can be solved fairly easy: sell $x_{1}$ until you don't have any left then sell $x_{2}$ until the maximum of 9 items is reached. This gives an optimal solution of 25 for $x_{1}=7$ and $x_{2}=2$.

Example 3.2. A matching in graph theory is a subset of edges such that for each vertex $v$ at most one edge is adjacent to the vertex $v$.


In the graph above the possible matchings are $\left\{e_{1}\right\},\left\{e_{2}\right\},\left\{e_{3}\right\}$ and $\left\{e_{1}, e_{3}\right\}$. A maximum matching is of a matching of maximum size. In this case that is $\left\{e_{1}, e_{3}\right\}$.
To solve this with linear programming we can use the following.

$$
\begin{array}{ll}
\max & \sum_{e \in E} x_{e} \\
\text { s.t. } & \sum \\
& e \text { adjacent to } v \\
& x_{e} \in\{0,1\} .
\end{array}
$$

In this example it translates to

$$
\begin{aligned}
\max & x_{e_{1}}+x_{e_{2}}+x_{e_{3}} \\
\text { s.t. } & x_{e_{1}} \leq 1 \\
& x_{e_{1}}+x_{e_{2}} \leq 1 \\
& x_{e_{2}}+x_{e_{3}} \leq 1 \\
& x_{e_{3}} \leq 1 \\
& x_{e_{1}}, x_{e_{2}}, x_{e_{3}} \in\{0,1\} .
\end{aligned}
$$

The maximum is indeed found for $(1,0,1)$ as it is feasible and $x_{e_{2}}$ can't be added because this will violate the second and third constraint.

Every system can be written in its canonical form. In the case of Example 3.1 this would be

$$
\begin{aligned}
\max & \mathbf{c}^{T} \mathbf{x} \\
\text { s.t. } & A \mathbf{x} \leq \mathbf{b} \\
& \mathbf{x} \geq 0
\end{aligned}
$$

with

$$
\mathbf{c}^{T}=\left(\begin{array}{ll}
3 & 2
\end{array}\right), \mathbf{x}=\binom{x_{1}}{x_{2}}, \mathbf{A}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
1 & 1
\end{array}\right) \text { and } \mathbf{b}=\left(\begin{array}{l}
7 \\
6 \\
9
\end{array}\right) .
$$

Given a linear program in its canonical form we can define its dual system as

$$
\begin{array}{cl}
\min & \mathbf{b}^{T} \mathbf{y} \\
\text { s.t. } & A^{T} \mathbf{y} \geq \mathbf{c} \\
& \mathbf{y} \geq 0 .
\end{array}
$$

The reason for using the dual of a system is to find an upper bound. This will be explained by using an other example in which we create the dual of the system in Example 3.1.

Example 3.3. To start creating the dual, constraint $i$ will be multiplied by $y_{i}$ for all $i$. To assure the inequalities still hold we must add the constraints $y_{i} \geq 0$. Taking the sum of all the constraints from Example 3.1 multiplied by $y_{i}$ gives the following inequality.

$$
\left(y_{1}+y_{3}\right) x_{1}+\left(y_{2}+y_{3}\right) x_{2} \leq 7 y_{1}+6 y_{2}+9 y_{3} .
$$

To make sure this is an upper bound of $3 x_{1}+2 x_{2}$ the following inequality must hold.

$$
3 x_{1}+2 x_{2} \leq\left(y_{1}+y_{3}\right) x_{1}+\left(y_{2}+y_{3}\right) x_{2} .
$$

Hence we find the constraints $3 \leq y_{1}+y_{3}$ and $2 \leq y_{2}+y_{3}$ and this results in the dual system of

Example 3.1.

$$
\begin{array}{cl}
\min & 7 y_{1}+6 y_{2}+9 y_{3} \\
\text { s.t. } & y_{1}+y_{3} \geq 3 \\
& y_{2}+y_{3} \geq 2 \\
& y_{1}, y_{2}, y_{3} \geq 0 .
\end{array}
$$

This leads us to the following two duality theorems. The first can be proven by generalizing the example and the second with the use of Farkas' Lemma, see [3].

Theorem 3.4. Weak duality theorem
Given a feasible solution $\mathbf{x}$ for the primal system and a feasible solution $\mathbf{y}$ for its dual system we have $\mathbf{c}^{T} \mathbf{x} \leq \mathbf{b}^{T} \mathbf{y}$ i.e.

$$
\max \mathbf{c}^{T} \mathbf{x} \leq \min \mathbf{b}^{T} \mathbf{y} .
$$

## Theorem 3.5. Strong duality theorem

If the primal or dual problem has a finite optimal solution then so does the other and then

$$
\max \mathbf{c}^{T} \mathbf{x}=\min \mathbf{b}^{T} \mathbf{y}
$$

An optimal solution will always lie in the feasible region, which is the set of all solutions: $\mathcal{F}=\{\mathbf{x} \mid A \mathbf{x} \leq \mathbf{b}, \mathbf{x} \geq 0\}$. Example 3.1 has the following feasible region.


Many algorithms use the feasible region to find an initial solution and improve that initial solution to eventually obtain an optimal solution.

### 3.1.1 Integer linear programming

So far we have seen examples which had an integral optimal solution. In general the solutions of an LP don't have to be integral as we will see in Example 3.6.

## Example 3.6.

$$
\begin{aligned}
\max & x_{1}+x_{2} \\
\text { s.t. } & x_{2} \leq 1 \\
& 2 x_{1}+x_{2} \leq 2 \\
& x_{1}, x_{2} \geq 0
\end{aligned}
$$

The point $\left(\frac{1}{2}, 1\right)$ lies in the feasible region and gives an value of $\frac{3}{2}$ which is higher than all the integral solutions $(0,0),(1,0)$ and $(0,1)$ which have values 0,1 and 1 respectively. In fact, one can show that $\frac{3}{2}$ is the optimal solution.

In a lot of applications of linear programming an integral solution is required. You can't partially sell an item or partially assign a shift to an employee.
This is one of the reasons to make a distinction between linear programming, integer linear programming, mixed integer programming and binary programming (or 0-1 integer programming).
In linear programming there are no restrictions in the solutions; integer programming requires the solution to be integral, whereas mixed integer programming only requires a part of the solution to be integral. Binary programming is a special case of integer programming where all variables must be binary.
An other reason for this distinction is the fact that algorithms that can be used for linear programming in general can't always be applied to integer programming.
As we will see in Section 3.2 an optimal solution for a linear programming problem can be found in polynomial time. However, integer linear programming is proven to be NP-complete, as 0-1 integer programming is one of Karp's NP-complete problems.[4] There are several algorithms that are used to solve ILPs. One commonly used method, branch-and-bound, is described in Section 3.3.

### 3.2 History

A way to solve a system of linear inequalities was first introduced in 1827 by Joseph Fourier (17681830), who used the rewriting of inequalities to eliminate the variables one by one. This is known as the Fourier-Motzkin elimination, named after Fourier and Theodore Motzkin (1908-1970), who also introduced this method of elimination independently in 1936. More details about the FourierMotzkin elimination can be found in Section 3.3.1.
Fourier wasn't the only mathematician that considered linear inequalities. Lagrange's multiplier theorem inspired multiple mathematicians to consider the case for inequality constraints. Examples are Cournot and Ostrogradsky, who also made attempts to prove Farkas' lemma, which eventually was proven by the Hungarian Gyula Farkas (1847-1930). This lemma can be used to prove the strong duality theorem, which in its turn can be used to find an optimal solution faster using the dual of a system.[5]
Although some progress concerning linear inequalities was made, the first formulation of a linear program used today wasn’t described until 1939. This year Leonid Kantorovich (1912-1986) formulated the problem that is equivalent to the linear programming problems that we still use. Therefore he is sometimes regarded as the founder of linear programming.
During World War II linear programming made great developments due to the necessity of optimal
planning in the military. But it wasn't until after World War II that really big steps were made. George Dantzig (1914-2005) is mostly known for his development of the simplex algorithm and seen as the father of linear programming.[6] After finishing his Ph.D. he was looking for a job and the idea came up to mechanize the planning process, which until then was all done by hand.
In 1947 Dantzig proposed the simplex method. A method that, although it doesn't have a polynomial running time in the worst case, still proves to be one of the most efficient methods to find a global optimum. A discription of the simplex method can be found in Section 3.3.2.
An example of what linear programming was used for at the time, is the Berlin Airlift. This was the problem of being able to supply Berlin during the time this was only possible by plane.
Also in 1947, Dantzig met John von Neumann (1903-1957) to talk about linear programming. Von Neumann immediately recognized parallels between game theory and linear programming. For this reason he also thought of the theory of duality in linear programming. He also suggested another method to solve a system. This was the first interior-point method, but didn't run in polynomial time. It even turned out to be much less efficient than the simplex method of Dantzig.
An interior-point method found by Narendra Karmarkar (1955- ) in 1984, known as Karmarkar's algorithm, was the first polynomial time algorithm that proved to be useful in practice. However this wasn't the first polynomial time algorithm. The first algorithm that runs in polynomial time is the ellipsoid method and was first described by Leonid Khachiyan (1952-2005) in 1979.
Today linear programming is used in many places to maximize profit and minimize time and for many other applications. But still the research is far from finished and new applications are made and old ones are being improved.

### 3.3 Algorithms

In this section some algorithms that were important breakthroughs and some of which are still being used are discussed in this section.

### 3.3.1 Fourier-Motzkin

This method, first suggested by Fourier, eliminates variables one by one. This algorithm will be explained per example. Note that we are not looking for an optimal solution, but to reduce the number of variables.

Example 3.7. Assume that there are four constraints:

$$
\begin{aligned}
x_{1}+2 x_{2}-3 x_{3} & \leq 1 \\
-x_{1}+3 x_{2}+x_{3} & \leq 2 \\
2 x_{1}-x_{2}-2 x_{3} & \leq 3 \\
-2 x_{1}+x_{2}+x_{3} & \leq 4 .
\end{aligned}
$$

First we will eliminate $x_{1}$. To do this we will rewrite the inequalities to

$$
\begin{aligned}
& x_{1} \leq 1-2 x_{2}+3 x_{3} \\
& x_{1} \geq-2+3 x_{2}+x_{3} \\
& x_{1} \leq\left(3+x_{2}+2 x_{3}\right) / 2 \\
& x_{1} \geq\left(-4+x_{2}+x_{3}\right) / 2
\end{aligned}
$$

This results in the following combinations of inequalities.

$$
\begin{aligned}
-2+3 x_{2}+x_{3} & \leq 1-2 x_{2}+3 x_{3} \\
\left(-4+x_{2}+x_{3}\right) / 2 & \leq 1-2 x_{2}+3 x_{3} \\
-2+3 x_{2}+x_{3} & \leq\left(3+x_{2}+2 x_{3}\right) / 2 \\
\left(-4+x_{2}+x_{3}\right) / 2 & \leq\left(3+x_{2}+2 x_{3}\right) / 2 .
\end{aligned}
$$

This results in a new system with one fewer variable.
By combining the linear inequalities that are expressed in terms of one variable, $x_{1}$ in the example, the number of inequalities increases in general.
Assume that there are $n$ inequalities and, when written in terms of $x_{1}$, they are spread evenly concerning $\leq$ and $\geq$. There are then $\left(\frac{n}{2}\right)^{2}$ new inequalities found. Repeating this step for $k$ variables a worst case of $\mathcal{O}\left(\left(\frac{n}{2}\right)^{2^{k}}\right)$ inequalities are created.

### 3.3.2 Simplex

To explain the simplex method in detail a lot of terminology must be introduced. For this reason a rough sketch and intuitive explanation will be given and for a very detailed explanation we refer to A. Schrijver[5].

Before sketching the simplex method it is important to realize that an optimal solution can always be found in a vertex of the feasible region. Because if you have a solution and are not on a vertex there is a variable for which increasing and decreasing its value is possible. Travelling one of these directions will not decrease the value of the solution because the system is linear. Repeating this process will finally result in a solution in a vertex.
A vertex is therefore called a basic feasible solution(BFS).
Once a BFS is selected the idea is to travel from this vertex to a neighbouring vertex. Which neighbour is chosen during this so called pivot operation can depend on different factors. Of course the first option is to check if an increase in the value of the solution is possible. However if this isn't possible this may result in stalling, not increasing the value, or cycling, repeating the same pivot operations. To avoid cycling and assure termination of the algorithm, Bland's rule can be used.[5]

The complexity of the simplex method however remains exponential in the number of variables. This was illustrated by Victor Klee and George Minty with the Klee-Minty cube in 1972.[5] This deformed cube in $n$ dimensions is defined by

$$
\begin{aligned}
\max & 2^{n-1} x_{1}+2^{n-2} x_{2}+\ldots 2 x_{n-1}+x_{n} \\
\text { s.t. } & x_{1} \leq 5 \\
& 4 x_{1}+x_{2} \leq 5^{2} \\
& \vdots \\
& 2^{n} x_{1}+\ldots+4 x_{n-1}+x_{n} \leq 5^{n} .
\end{aligned}
$$

Starting at $\mathbf{0}$ all of the $2^{n}$ vertices will be travelled before the optimal solution of $5^{n}$ is found in vertex $\left(0, \ldots, 5^{n}\right)$. The cube and path travelled for $n=2$ are given. Note that the first step moves to $(5,0)$, as increasing $x_{1}$ increases the solution twice as much as increasing $x_{2}$ would.


### 3.3.3 Ellipsoid method

The ellipsoid method was proven to be running in polynomial time by Khachiyan. Although it turns out that the method can't be relied on in practice, as small changes in values, due to rounding, have a large impact that may result in finding the wrong solution. The simplex method is in general still faster than this method even though we just saw that the simplex method has exponential running time in the worst case.
Because of its importance as the first algorithm to be proven to run in polynomial time, it should
be mentioned, but because of it not being practical it will be explained only briefly.
The method starts with an ellipsoid that contains an optimal solution. As a starting point an ellipsoid containing the entire feasible region can be used. With each step a new ellipsoid is selected such that it contains half of the previous ellipsoid and the optimal solution. The maximum number of iterations depends on the distance allowed from the optimal solution and the size of the initial ellipsoid, but is in any case polynomially bounded.[7]

### 3.3.4 Branch-and-bound

Note that there is not one branch-and-bound algorithm, but multiple algorithms that use the same steps. Branch-and-bound algorithms are used to find an optimal integer solution for a system. As we've seen in Example 3.6 an optimal solution found with, for example, the simplex method, isn't always integral. The branch-and-bound algorithms consist of several different steps.
The first is to branch. This means that a feasible region is split in multiple regions. Preferably disjoint, to prevent considering the same point multiple times, but this is not required.
An other possible step is to bound. At this step an optimal solution is found for one of the branches. Note that this solution isn't necessarily integral.
The last possibility is to find an integral solution for a region.
Bounding and finding an integral solution are used to prune the tree when required. This will be explained by looking at the system from Example 3.1.

Example 3.8. We are looking at

$$
\begin{aligned}
\max & 3 x_{1}+2 x_{2} \\
\text { s.t. } & x_{1} \leq 7 \\
& x_{2} \leq 6 \\
& x_{1}+x_{2} \leq 9 \\
& x_{1}, x_{2} \geq 0
\end{aligned}
$$

As a first step we will branch, creating two new problems. The first system $S_{1}$ will have the added constraint $x \leq 3$. The second, $S_{2}$, has constraint $x>3$, or $x \geq 4$ as the solution must be integral. As a next step we can bound region $S_{1}$. We claim that the optimal solution is 21 at $(3,6)$.
An other step is finding an integral solution, we will do this for $S_{2}$. A possible, but not necessarily optimal, solution is 22 in $(6,2)$.
Now that there is an integral solution in $S_{2}$ that is greater than the optimal solution in $S_{1}$ we can conclude that studying $S_{1}$ any further is useless. For this reason we will prune this branch and continue branching/bounding and finding solutions until an optimal integral solution is found.

As stated at the beginning of this section there is not one branch-and-bound algorithm. Determining when to branch, bound or find an integral solution and on which subsystem this should be done depends on the shape of the linear programming system. For this reason many different variations have been developed.

## 4 Creating possible schedules

The first step to finding a roster, for all employees combined, is creating the possible schedules, for an individual employee. The problem of creating all possible schedules for the employees is exponential in the number of possible shifts. If we would brute force this without any restrictions, we would find $n \cdot 2^{s^{\prime}}$ schedules, where $s^{\prime}$ is the number of different shifts during the week and $n$ the number of employees. This holds because adding a shift is independent of other shifts for each employee. However, obviously we don't need all of these schedules. They could deviate too much from the contract hours of an employee. If the number of different shifts becomes larger there will be more overlaps in the shifts as well. And a schedule is only feasible if it doesn't violate any of the working regulations.
In this chapter it will be explained how these issues are tackled when creating the possible schedules.

### 4.1 Category of schedules

First of all, to reduce the number of schedules to be created, categories of schedules are used. Categories partition the employees based on their characteristics. This is inspired mainly by nurse rostering problems [8]. Instead of creating all schedules for every employee we will be creating all schedules for every category. Because all the employees in the same category are essentially the same they will also have the same possible schedules.

The categories created will depend on: contract hours, days off, holidays, preferences and whether they work night shifts or not.
Recall that the possible preferences are to (not) work on a (part of a) day. All of those four combinations are considered when creating the categories.

Using categories creates the following problem: the value of a schedule should depend on both the schedule and the employees kudos. To solve this, the value $v_{s}$ will for now solely depend on the schedule $s$ and not on the employee $e$. This will be determined depending on preferences, but can be altered to depend on other factors too. How $v_{s}$ is determined, is explained in Section 5.1.1. The value $v_{s}$ and the amount of kudos $k_{e}$ will then be used to get a personalized value $c_{s, e}$.

One might notice that the skills of an employee are not considered when creating the categories. This will be done inside the linear programming model. There are a few advantages to postponing this distinction until then. First of all, if the category doesn't depend on the skills more people will fall in the same category, thus decreasing the number of different categories, and therefore schedules, that must be made. An other advantage is that a lot of similar combinations won't be created as shown the following example.

Example 4.1. Let $e$ be an employee with a single skill $g$ and let $s_{1}, \ldots, s_{2 k}$ be $2 k$ shifts. Let shifts $s_{2 i-1}$ and $s_{2 i}, 1 \leq i \leq k$, have the same start and end time, but $s_{2 i-1}$ requiring no skills and $s_{2 i}$ requiring one skill $g$.
If we don't consider the skills then $s_{2 i-1}$ and $s_{2 i}$ are equal and thus there are at most $2^{k}$ possible schedules. However if we do consider skills there is an upper bound of $2^{2 k}$.
When there are $n$ skills, there are $2^{n}$ possible subsets of skills. So when concerning skills while making possible schedules increases the upper bound of $2^{k}$ to $2^{2^{n} k}$ which isn't doable even for a very small $k$ and $n$.

### 4.2 Overview model

To create all the possible schedules the following model is used. Below an overview of the objects is displayed. However, one should note that this is a simplified version. In the working model there are some more possibilities, like having multiple scenarios that can be used interchangeably. However because this is not necessary in this thesis, the model has been simplified.


Figure 1: Objects used in the model
To explain the full structure we start at CategoryOfSchedule. There is a connection from CategoryOfSchedule to Employee by a so called 1-N relation. Each Employee is connected to one CategoryOfSchedule and every CategoryOfSchedule can be connected to multiple Employees.
Each CategoryOfSchedule can have multiple PossibleSchedules. So in the same way there is a 1-N relation between CategoryOfSchedule and PossibleSchedule. Note that the path from Employee to CategoryOfSchedule is unique. Thus all the PossibleSchedules for an Employee can be found via CategoryOfSchedule.
For all PossibleSchedules and Employees that are related the value $c_{s, e}$ must be saved. This is done by using the object PossibleScheduleEmployee. This object helps to create an N-M relation between PossibleSchedule and Employee. It can be seen as if one PossibleScheduleEmployee is a pair $(s, e)$ that is connected to the corresponding PossibleSchedule $s$ on one hand and the Employee $e$ on the other.
A PossibleSchedule consists of several Shifts and of course a Shift will be placed in multiple PossibleSchedules. For the same reason as before the object PossibleScheduleShift is used to create this $\mathrm{N}-\mathrm{M}$ relation.
Finally there is a slight difference between the blue and green relations. The blue relations are owning relations. This means, e.g, that CatergoryOfSchedule owns PossibleSchedule. The reason behind this is that every object must be owned by an other to save its data. The objects CategoryOfSchedule, Employee and Shift are owned by other objects that are not relevant for now.

### 4.3 Possible schedules

Recall that the number of possible schedules is exponential in the number of shifts. To increase the speed for finding all the possible schedules the working regulations are used. This is in general a very limiting factor to the working schedules for employees. The minimum breaks between shifts rule
out most of the possibilities and even decreases an exponential number of schedules to a polynomial number of schedules and an algorithm that runs in polynomial time as seen later in this section.

### 4.3.1 Reducing the number of shifts

As the time complexity depends on the number of shifts, a reduction in the number of shifts is important. For this reason the unique shifts will be used to create the possible schedules. This means that if a shift is required multiple times, i.e, multiple employees are required to work at the same time, this shift will be used once. All possible schedules will still be found and no duplicate possible schedules will be created.

Just as with the categories, the required skills for a shift will not be considered yet. For the same reasoning as above this will increase speed and create no duplicates, although it is less trivial that this doesn't cause a problem and will be solved correctly. This way an employee without skills could get a possible schedule with a shift that does require a skill. The reason that this will not become a problem is illustrated in Example 5.6.

### 4.3.2 Algorithm

Now that the set of shifts only differ in either start or end time of the shift the following algorithm will be run.

```
Algorithm 1: CreateSchedules
    Result: All possible schedules for a category C.
    S:= shifts ordered by starttime;
    PosSched := \emptyset;
    RecursiveCreateSchedules(0, S, PosSched);
```

```
Algorithm 2: RecursiveCreateSchedules(i, S, PosSched)
    Result: If not all shifts have been considered: continue without shift \(i\) and with shift \(i\) in a
            potential schedule. Otherwise: save schedule if it is feasible.
    if \(i<\# S\) then
        RecursiveCreateSchedules(i+1, S, PosSched);
        PosSched: \(=\) PosSched \(\cup S[i]\);
        i := Increment(i, S);
        RecursiveCreateSchedules(i, S, PosSched);
    else
        if ContractHasBeenMet(PosSched) then
            Add(PosSched);
        end
    end
```

The function Increment increases $i$ to the first shift that isn't on the same day and also satisfies the 9 hour break that is required.
Because of the first step of Increment the function CreateSchedules will run in polynomial time in the number of shifts. Without incrementing $i$ the algorithm would run in $\mathcal{O}\left(2^{\# S}\right)$ time. Now that each day has at most one shift, the function RecursiveCreateSchedules will be called $\mathcal{O}\left(s^{7}\right)$ times,
where $s$ denotes the maximum number of shifts on a day. The computation speed of Increment is at most $\mathcal{O}(\# S)=\mathcal{O}(s)$. ContractHasBeenMet is a check if the schedule contains a weekend and the right number of contract hours. This is done in constant time. Add and $\cup$ are also done in constant time.
Hence the algorithm is of $\mathcal{O}\left(s^{8}\right)$.
To reduce the time complexity of the algorithm even more two methods are considered.
The first idea is to split the week in two parts and combine those later on. Splitting a week in 4 days and 3 days the algorithm would be $\mathcal{O}\left(s^{5}\right)$ and $\mathcal{O}\left(s^{4}\right)$ respectively. As the number of schedules found has an upper bound of $s^{4}$ and $s^{3}$ the time required to combine these is $\mathcal{O}\left(s^{4} \cdot s^{3}\right)=\mathcal{O}\left(s^{7}\right)$.
Note that the check if a schedule is indeed correct is done in the end where the schedules are combined. As a weekend might occur on the 4th and 5th day this can't be done earlier.
That's where the second idea comes in. To overcome the problem of many schedules being rejected, a weekend can be enforced. This will be done by creating six subcategories each having a weekend on two different days. The way this is done is by selecting days off on the days the weekend should occur.
Note that there are only six possible ways to have a weekend because there is no data about earlier weeks.

```
Algorithm 3: CreateSchedulesFromSubCategories
    Result: All possible schedules for a category C
    SubC := Subcategories of C;
    for c in SubC do
        CreateSchedules(c);
    end
    Merge(SubC);
    RemoveDuplicates(C);
```

Observe that for all of these three methods the same possible schedules are created. Now for the time complexity. First of all we should note that, because we lost two days, CreateSchedules now runs in $\mathcal{O}\left(s^{6}\right)$. For each of those categories there are at most $s^{5}$ possible schedules. So Merge will be done in at most $\mathcal{O}\left(s^{5}\right)$. The bad news is that RemoveDuplicates will be of order $\mathcal{O}\left(s^{10}\right)$. The way RemoveDuplicates works is explained in more detail in Section 4.3.4.

In this scope RemoveDuplicates is not always required. Recall that someone working full time has 5 shifts spread out over different days. So there is no way two possible schedules that are the same occur in two different subcategories, and no double schedules will be created within one category. So in this case there is no reason to check for duplicates.
Part time employees can have at most 3 shifts. So in this case removing duplicates is of order $\mathcal{O}\left(s^{6}\right)$. Because of these facts the method using subcategories is used to find possible schedules.

### 4.3.3 Holidays

As briefly mentioned earlier we will consider holidays as days off but treating the contract hours differently. Some small examples will give an idea of the possibilities.

Example 4.2. Assume that a full time employee has a holiday on Tuesday.
A possible schedule could contain shifts on Monday and Wednesday through Friday. This comes from a schedule having shifts from Monday through Friday and removing the holiday.

An other possible schedule could be to work Wednesday through Sunday as it is allowed to let the holiday be part of the weekend.
However a schedule from Wednesday through Friday is not allowed as there is no possible schedule that can be reduced to this schedule by removing the shifts on Tuesday.

From the example above can be seen that we can't simply pick all the schedules that have fewer than the required contract hours. So as a first step the schedules without holidays will be created and then the holidays will be removed.

```
Algorithm 4: CreateSchedulesHolidays
    Result: All possible schedules for a category C with holidays
    \(\mathrm{C}^{\prime}:=\mathrm{C}\) without holidays;
    CreateSchedules(C');
    CopyAndRemoveShifts(C,C');
    RemoveDuplicates(C);
```

Copying schedules from category $C^{\prime}$ to $C$ and removing shifts is linear in the number of schedules and thus doesn't increase the time complexity we found earlier.
However one important note is that we can't ignore removing duplicates for full time employees as done when they didn't have holidays set. The following example will explain why.

Example 4.3. Some possible schedules are given:

|  | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0: 00-8: 00$ |  |  |  |  |  |  |  |
| $6: 00-14: 00$ |  |  |  |  |  |  |  |
| $12: 00-20: 00$ |  |  |  |  |  |  |  |
| $18: 00-2: 00$ |  |  |  |  |  |  |  |

Table 2: Four possible schedules in their own color.
Considering weekends and the time between shifts it's clear that each schedule is indeed a possible schedule. A holiday on Thursday would make blue and yellow the same schedule.
If there are more holidays in one week even days can be interchanged as illustrated by the green and red shifts where holidays on Friday and Sunday results in the same schedule.

So if you don't want any duplicate schedules they need to be removed for full time employees as well.

### 4.3.4 Removing duplicates

When looking for duplicates every pair of schedules can be checked in $\mathcal{O}\left(n^{2}\right)$ time. Where $n$ is the number of schedules. Although not reducing the time complexity, the speed can be increased using some heuristics.
Every possible schedule $s$ has some properties that can be used to conclude two schedules must be different. The properties used are:

- number of shifts;
- start of the first weekend;
- start first shift;
- start last shift;
- the value $v_{s}$.

A difference in one of these points implies two different schedules. Ordering the schedules based on these properties takes $\mathcal{O}(n \log (n))$ time. They can then be separated in different groups and are checked separately.

Example 4.4. To show how the schedules for a category are made we use this example. Given a category $C$ with the properties that there is a day off on Wednesday and a holiday on Thursday the following will happen.
First off, a category $C^{\prime}$ will be created with the property of a day off on Wednesday.
To create the schedules for this category the subcategories $C_{1}$ through $C_{6}$ will be created. Concerning weekends and days off these will have the following days off.

|  | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{C}_{1}$ |  |  |  |  |  |  |  |
| $\mathrm{C}_{2}$ |  |  |  |  |  |  |  |
| $\mathrm{C}_{3}$ |  |  |  |  |  |  |  |
| $\mathrm{C}_{4}$ |  |  |  |  |  |  |  |
| $\mathrm{C}_{5}$ |  |  |  |  |  |  |  |
| $\mathrm{C}_{6}$ |  |  |  |  |  |  |  |

The possible schedules for these categories are then created. Note that for a full time employee this results in 0 possible schedules for every category except $C_{2}$ and $C_{3}$ because they are required to work 5 shifts. The schedules are copied to $C^{\prime}$ and, if necessary, duplicates are removed.
Finally the possible schedules from $C^{\prime}$ will be copied, get their shifts on Thursdays removed and added to $C$. After removing duplicates all the possible schedules for $C$ haven been created.

### 4.3.5 Variations

There are some variables that can be edited that don't change complexity of the algorithm and can be adjusted depending on the number of schedules wanted.
One of these in the maximum violations in the possible schedules. Preferences haven't been mentioned while creating possible schedules and so far are only used to calculate the value of the schedule. However it is possible to set a maximum number of violations of preferences. Whenever
the maximum has been violated the schedule won't be saved. The advantages of this are that we will find fewer schedules, find them faster and the schedules that are found are the best for the category. This should however be handled with care. Sometimes an employee might have to work more shifts he doesn't prefer than allowed to satisfy the roster. In some extreme cases it might not be possible to find any schedules at all as seen from the following example.

Example 4.5. Let's assume we set the maximum violations to 3 and a full time employee prefers to be free during the evening. However, if the only shifts that week are in the evening, every schedule created for this employee will violate the preferences 5 times, so no possible schedules will be created.

A second variable of freedom is the deviation from the contract hours $h$. If we set this to $t$ hours we allow every possible schedule that has a duration in the interval $[h-t, h+t]$. Recall that in this thesis $t=5$.
Because the duration of a schedule is checked in the end, it doesn't change the speed of the algorithm. But it will change the number of schedules found. This is again a trade off between having fewer but better schedules and more schedules, which implies more freedom.

## 5 Finding a roster

### 5.1 Schedule value and kudos

It is now time to find the fairest roster possible. Which immediately brings us to a hard question: what is fair?
Of course there are some things that most people will agree on. E.g, it wouldn't be fair if one employee gets his preferences every week and another never does. So that's something that should be avoided.
But on other subjects the fairest solution isn't that obvious and probably the answer will depend on whom you ask. For example concerning the number of preferences a person has. If an employee has only one preference in the week and an other has, let's say, five preferences. Should both these preferences treated equally because all employees are equal? Should the employee with one preference be slightly prioritized over the second employee because losing one of five preferences isn't as bad as losing the only preference?
Another conflict is the number of contract hours compared to preferences. Should not getting your preference be considered worse for a part timer than for a full timer?
Should a second bad shift be considered just as bad as the first? One could argue that it decreases the value of a schedule more than the first bad shift.
How do we treat employees that don't have any preferences? Shouldn't we change their amount of kudos at all? Perhaps they deserve a small reward because creating a roster is now easier?
There are also other factors that don't depend on preferences, such as the value of night shifts, long weekends, or the hours worked compared to the contract hours. The list goes on and on and not all the options can be considered. For this reason only the preferences will be considered, and looking at differences such as part time compared to full time and the number of not preferred shifts.

Using the value of a schedule and previous rosters determines which employee should get a better schedule compared to other employees. This will be done in three steps. First of all we create a value $c_{s, e}$ which depends on the schedule and the employee. Then, using these $c_{s, e}$, we find the fairest roster. Finally we check how good the given schedules are compared to other employees' schedules and this will be monitored using kudos.

### 5.1.1 Calculating the value of a schedule

The first thing to do while creating an honest distribution is distinguishing the number of preferences. To do this, we set the value of a preferred shift to 2 , a shift that is not preferred to 0 and set the value to 1 if no preference was given.

Example 5.1. Let there be an employee that prefers to work in the evening, so a start time between 13.00 and 20:59. And who prefers not to work on a Monday. The following table shows some possible schedules with corresponding values of shifts.

|  | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0: 00-8: 00$ |  |  |  |  |  |  | 1 |
| $6: 00-14: 00$ | 0 | 1 | 1 |  |  |  | 1 |
| $12: 00-20: 00$ |  |  |  | 1 | 1 | 1 | 1 |
| $18: 00-2: 00$ | 1 | 2 | 2 | 2 | 2 | 2 |  |

Table 3: Examples of schedules with their value.
Recall that a shift on Monday evening will be valued as a shift without preferences. Taking the sum of the values of the shifts we get $v_{\text {green }}=8, v_{\text {yellow }}=5, v_{\text {orange }}=5$ and $v_{\text {red }}=9$.

This method results in a value $v_{s} \in\left[0,2 s^{\prime}\right]$, where $s^{\prime}$ is the number of shifts of the schedule $s$.
Note that at this point working one bad shift for a full time or a part time employee has the same cost. Also losing a preferred shift, or gaining a preferred one, is the same for every shift, independent of the number of not preferred shifts. The distinction between these possibilities occurs when determining the $c_{s, e}$.
Something else worth noting is that getting one preferred shift and one bad shift currently has the same value as no preferences, as can be seen from $v_{\text {yellow }}$ and $v_{\text {orange }}$ in the example. This is something that will be considered as the same throughout the thesis, however worth considering to change in the future.

### 5.1.2 Kudos

Personalizing the value of a schedule is important as some employees will have priority over other employees based on previous rosters. To do this we will give every employee $e$ kudos $k_{e} \in[0,100]$ with the condition that the average amount of kudos is constant, and thus so is the total, $\sum_{e} k_{e}$, if no employees are added. The reason behind this is that it is, for one, clearer to see for an employee if the amount of kudos they have is high or low. Another reason to do this has to do with new employees. If a new employee is added they can be given the average amount of kudos, which in this case is constant, and there is no need to determine a fair amount of kudos to start with every time. We want an employee with more kudos to have priority over an employee with less kudos. This is how previous rosters can be considered. Once a new roster has been made the kudos will be updated and because $\sum_{e} k_{e}$ is constant the employees who got a relatively bad schedule must get an increase in kudos and employees with a relatively good schedule will see the amount of kudos decrease. The notion relative is very important as the same schedule may result in both an increase and decrease of the amount of kudos, as seen in the following example.

Example 5.2. Let $e_{1}, e_{2}$ be full time employees both with 50 kudos. Employee $e_{1}$ got assigned a schedule $s_{1}$ in which he prefers all shifts, so with $v_{s_{1}}=10$. Employee $e_{2}$ got a schedule $s_{2}$ with value $v_{s_{2}}=9$. So value $s_{2}$ is lower and we expect an increase in the amount of kudos of $e_{2}$.

However if at a later point in time both employees have 50 kudos, $e_{2}$ gets assigned $s_{2}$ and employee $e_{1}$ a schedule $s_{3}$ with $v_{s_{3}}=8$ you expect an increase in the kudos of employee $e_{1}$ and hence a decrease in the kudos of $e_{2}$.

### 5.1.3 Personalised value

Now that we have both $v_{s}$ and $k_{e}$ the value $c_{s, e}$ can be determined. When we use this value in our linear program we want to maximize the sum of the values of the chosen schedules. This means the if we create a mapping $c:\left[0,2 s^{\prime}\right] \times[0,100] \rightarrow \mathbb{R}$ such that $c\left(v_{s}, k_{e}\right)=c_{s, e}$. We want $c$ to be increasing in both directions, that is:

- $c(v, k) \leq c\left(v, k^{\prime}\right)$ whenever $k<k^{\prime}$ and
- $c(v, k) \leq c\left(v^{\prime}, k\right)$ whenever $v<v^{\prime}$.

Note that even though the value $c_{s, e}$ are used in an linear program, $c$ itself need not be linear as $c_{s, e}$ is calculated beforehand.
The reason to let $c$ be increasing is very intuitive. If the amount of kudos is increased the personal value should never decrease. Same goes for the value of a schedule.
For the same reason we might consider using a strictly increasing $c$ in both directions.
There are uncountable many functions $c$ that are (strictly) increasing. We will pick five for some different reasons mentioned below to have some insight in the different priorities one may have.
These are the functions used:

1. $c_{s, e}=v_{s}+k_{e}$;
2. $c_{s, e}=v_{s} \cdot k_{e}$;
3. $c_{s, e}=\frac{v_{s}}{2 s^{\prime}} \cdot k_{e}$;
4. $c_{s, e}=\left(\frac{v_{s}}{2 s^{\prime}}\right)^{2} \cdot k_{e}$;
5. $c_{s, e}=\sqrt{\frac{v_{s}}{2 s^{\prime}}} \cdot k_{e}$.

It's clear that all of the above functions are strictly increasing in both directions if the number of shifts remains constant. The choice of these five functions has several uses.
First of all we test the differences between addition and multiplication. Second, as mentioned before, we want to scale our value depending on part time and full time employees. This can be done by comparing the second and third method.
The third, fourth and fifth are all a different way of valuing the difference in cost of losing multiple preferred shifts in one schedule. The linear method treats all shifts equally. The quadratic method makes the impact of losing the first preferred shift higher compared to the other shifts. The square root does the opposite: getting one bad shift shouldn't be too bad, but losing more shifts will be increasingly worse.


Figure 2: Values for a full time employee with 50 kudos.
One may notice that all the $c$ are linear in $k_{e}$. The reason to keep it this way is the fact that for the same values of schedules the kudos can be recalculated in different ways. That way a variance in kudos can be created and it was decided to keep this option in one place. However this is something that can be researched later.

### 5.1.4 Updating kudos

For now we assume that the best roster has been found and exactly one schedule $s$ is selected for each employee $e$.

To determine a way to update the kudos we should first discuss what should happen over time. For example: there are multiple employees with the same number of contract hours that have the same preferences that can't all be fulfilled. In that case it would make sense that every employee will get their preferences equally often. On top of that the amount of kudos should again be the same for all of them.
A second point is the employees without preferences. These should not be disadvantaged.
As a third we consider it fair that a part time employee gets his preference more often compared to a full time employee. Because having only a few shifts with one bad shift is worse than having more shifts with only on shift that isn't preferred.
Finally it can be the case that someone does get his preferences and an other didn't, but their preferences were independent of each other. In this case we will consider it fair that the person who got his preferences has a decrease in the amount of kudos. A more detailed explanation of this can be found in Section 6.3.2.
Recall that the total amount of kudos must remain constant. To achieve this we will first recalculate the kudos so that employees with better schedules will get less kudos added than those with worse schedules. After that the kudos will be scaled to obtain the constant amount of kudos as before to get this relative increase and decrease in kudos. Examples are given in 5.3 and 5.4.

Both of these steps can of course be done in a lot of different ways. However there are two distinctions for both cases: additive and multiplicative. To look at the different behaviour we will test four ways
to recalculate the kudos and two ways to scale them.
For recalculating the kudos we will use one of the following ways:

1. $k_{n+1, e}^{\prime}=k_{n, e}+s^{\prime}-v_{s}$
2. $k_{n+1, e}^{\prime}=k_{n, e} \cdot \frac{s^{\prime}}{v_{s}}$
3. $k_{n+1, e}^{\prime}= \begin{cases}k_{n, e} \cdot \frac{s^{\prime}}{v_{s}} & v_{s} \geq s^{\prime} \\ k_{n, e} \cdot\left(-\frac{v_{s}}{s^{\prime}}+2\right) & v_{s}<s^{\prime}\end{cases}$
4. $k_{n+1, e}^{\prime}=k_{n, e} \cdot \frac{m_{s}}{v_{s}}$.

In the above equations we denote $k_{n, e}$ the kudos of employee $e$ in week $n$. For the number of shifts in a schedule $s$ we still use $s^{\prime}$. Note that $v_{s}$ can be equal to zero. However in reality this doesn't happen often and for the sake of clarity we write $v_{s}$ instead of $\max \left\{1, v_{s}\right\}$ when we divide by $v_{s}$. Considering $k_{n, e}$ and $s^{\prime}$ as constants we can look at the influence of $v_{s}$ on $k_{n+1, e}^{\prime}$. For the first method there will be an example. The second and third have their factor by which is multiplied plotted in a graph. The last one introduces $m_{s}$ which is the maximum possible value for a schedule with the same number of shifts. A more detailed explanation on this method is discussed in Section 6.3.1.

Example 5.3. The full time employees $e_{1}, e_{2}$ got assigned schedules $s_{1}, s_{2}$ respectively and $k_{n, e_{1}}=$ $k_{n, e_{2}}=50$ and $v_{s_{1}}=7$ and $v_{s_{2}}=10$.
Using the first way to recalculate the kudos will result in $k_{n+1, e_{1}}^{\prime}=50+5-7=48$ and $k_{n+1, e_{2}}^{\prime}=$ $50+5-10=45$.
To be continued in Example 5.4.


Figure 3: Factor of multiplication of kudos depending on the value of the schedule.
The second and third method will result in a increase of $k_{n+1, e}^{\prime}$ compared to $k_{n, e}$ whenever $v_{s}<s^{\prime}$ and a decrease whenever $v_{s}>s^{\prime}$.

The third method was added to determine if there are any differences between different bounds of $c$. For this reason the third method keeps the factor, by which is multiplied, fixed between $\frac{1}{2}$ and 2 .

The second step, scaling the kudos, is fairly straight forward. This is used to keep the amount of kudos equal from week to week. As mentioned before we test this using addition and multiplication:

1. $k_{n+1, e}=k_{n+1, e}^{\prime}+\frac{\sum_{e}\left(k_{\text {average }}-k_{n+1, e}^{\prime}\right)}{\# e}$
2. $k_{n+1, e}=k_{n+1, e}^{\prime} \cdot \frac{\sum_{e} k_{\text {average }}}{\sum_{e} k_{n+1, e}^{\prime}}$.

This does not guarantee that $k_{n+1, e} \in[0,100]$. To solve this finally let

$$
k_{n+1, e}=\max \left\{0, \min \left\{100, k_{n+1, e}\right\}\right\} .
$$

Of course this could result in a loss of the average wanted. In reality this doesn't occur often and if so the kudos are at such a height (or low) that a good (or bad) schedule compensates for this immediately and it is fixed the next week. However for this reason it is important to scale using $\sum_{e} k_{\text {average }}$ and not $\sum_{e} k_{n, e}$.

Example 5.4. Continuing from Example 5.3. Assume $k_{\text {average }}=50$.
The additive scaling results in

$$
k_{2, e_{1}}=48+\frac{2+5}{2}=51.5, \quad k_{2, e_{2}}=45+\frac{2+5}{2}=48.5 .
$$

Multiplicative scaling results in

$$
k_{2, e_{1}}=48 \cdot \frac{100}{93} \approx 51.61, \quad k_{2, e_{2}}=45+\frac{100}{98} \approx 48.39
$$

In both cases the average kudos is back to 50 as before and $k_{e_{1}}>k_{e_{2}}$. Which was the goal as $v_{s_{1}}<v_{s_{2}}$.

### 5.2 Linear programming model

Let us first briefly mention all the requirements for our model before discussing it in detail. As mentioned before we want to find the largest sum of possible combinations of $c_{s, e}$. Every employee $e$ needs exactly one schedule $s$. We also have to look at the skills required for certain shifts and last but certainly not least: we want to able to find a feasible solution in any case. The reason for this is that it is better to find an extremely bad roster than none at all.

To start, we make sure every employee is given exactly one schedule. To do this the following sets are used.
$E \quad$ the set of employees,
$S_{e} \quad$ the set of schedules for an employee $e$
Recall that we don't have to consider any work regulations as we looked at those making the schedules. The start of the model looks like this:

$$
\begin{array}{ll}
\max & \sum_{e \in E} \sum_{s \in S_{e}} c_{s, e} x_{s, e} \\
\text { s.t. } & \sum_{s \in S_{e}} x_{s, e}=1 \quad \forall e \in E \\
& x_{s, e} \in\{0,1\} .
\end{array}
$$

The next step is to make sure that the required shifts are being assigned. To do this we introduce the following.

$$
\begin{array}{cl}
T & \text { the set of different start and end times of a shift, } \\
G & \text { the set of possible skill sets, } \\
E_{g} & \text { the set of employees that have exactly skill set } g \in G . \\
q_{t, g} \in \mathbb{N} & \text { denotes the number of required employees at shift } t \in T \text { with skill set } g \in G .
\end{array}
$$

To determine how many employees got assigned a given shift, $y_{t, s}$ is used.

$$
y_{t, s}= \begin{cases}1 & \text { shift } t \text { is in schedule } s \\ 0 & \text { otherwise }\end{cases}
$$

To make sure the model is almost always feasible, overstaffing $o_{t, g}$ and understaffing $u_{t, g}$ is introduced. This is done at a large cost $O$ to assure that over- or understaffing won't occur unless it is unavoidable.
The reason that the model won't always be feasible is that it is in theory possible for an employee $e$ to have 0 possible schedules in which case $\sum_{s \in S_{e}} x_{s, e}=1$ doesn't hold.
Adding shift requirements and over- and understaffing to the model gives:

$$
\begin{array}{llr}
\max & \sum_{e \in E} \sum_{s \in S_{e}} c_{s, e} x_{s, e}-O \sum_{\substack{t \in T, g \in G}}\left(o_{t, g}+u_{t, g}\right) & \\
\text { s.t. } & \sum_{s \in S_{e}} x_{s, e}=1 & \forall e \in E \\
& q_{t, g}=\sum_{e \in E_{g}} \sum_{s \in S_{e}} y_{t, s} x_{s, e}-o_{t, g}+u_{t, g} \quad \forall t \in T, g \in G \\
& x_{s, e} \in\{0,1\} \\
& o_{t, g}, u_{t, g} \in \mathbb{N} .
\end{array}
$$

However if an employee has more skills than required for a shift he is also able to fulfill that shift. To add this feature an idea introduced in [9] is used. The sets $\mathcal{F}_{t, g}$ and $\mathcal{G}_{t, g}$ will be defined for every pair $(t, g)$ :

$$
\begin{aligned}
& \mathcal{F}_{t, g}=\left\{g^{\prime} \in G \mid g^{\prime} \supsetneq g, \quad \# g^{\prime} \backslash g=1\right\}, \\
& \mathcal{G}_{t, g}=\left\{g^{\prime} \in G \mid g^{\prime} \subsetneq g, \quad \# g \backslash g^{\prime}=1\right\} .
\end{aligned}
$$

This makes it possible to move down from a skill set $g$ to a subset $g^{\prime}$ of $g$ which contains exactly one skill fewer, using $z_{t, g, g^{\prime}}$.

$$
z_{t, g, g^{\prime}} \in \mathbb{N} \quad \text { the number of employees moving down from } g \text { to } g^{\prime} \text { for a shift at } t \in T \text {. }
$$

Example 5.5. In the scenario that there are three different skills $g_{1}, g_{2}, g_{3}$ and $t$ is fixed this will result in the following sets. For sake of readability the singleton sets $\left\{g_{i}\right\}$ will be denoted $\overline{g_{i}}$.

$$
\begin{array}{rlrl}
\mathcal{F}_{t, \emptyset} & =\left\{\overline{g_{1}}, \overline{g_{2}}, \overline{g_{3}}\right\}, & \mathcal{G}_{t, \emptyset} & =\emptyset, \\
\mathcal{F}_{t, \overline{g_{1}}} & =\left\{\left\{g_{1}, g_{2}\right\},\left\{g_{1}, g_{3}\right\}\right\}, & \mathcal{G}_{t, \overline{g_{1}}}=\emptyset, \\
\mathcal{F}_{t, \overline{g_{2}}} & =\left\{\left\{g_{1}, g_{2}\right\},\left\{g_{2}, g_{3}\right\}\right\}, & \mathcal{G}_{t, \overline{g_{2}}}=\emptyset, \\
\mathcal{F}_{t, \overline{g_{3}}} & =\left\{\left\{g_{1}, g_{3}\right\},\left\{g_{2}, g_{3}\right\}\right\}, & \mathcal{G}_{t, \overline{g_{3}}}=\emptyset, \\
\mathcal{F}_{t,\left\{g_{1}, g_{2}\right\}} & =\left\{\left\{g_{1}, g_{2}, g_{3}\right\}\right\}, & \mathcal{G}_{t,\left\{g_{1}, g_{2}\right\}} & =\left\{\overline{g_{1}}, \overline{g_{2}}\right\}, \\
\mathcal{F}_{t,\left\{g_{1}, g_{3}\right\}} & =\left\{\left\{g_{1}, g_{2}, g_{3}\right\}\right\}, & \mathcal{G}_{t,\left\{g_{1}, g_{3}\right\}} & =\left\{\overline{g_{1}}, \overline{g_{3}}\right\}, \\
\mathcal{F}_{t,\left\{g_{2}, g_{3}\right\}} & =\left\{\left\{g_{1}, g_{2}, g_{3}\right\}\right\}, & \mathcal{G}_{t,\left\{g_{2}, g_{3}\right\}} & =\left\{\overline{g_{2}}, \overline{g_{3}}\right\}, \\
\mathcal{F}_{t,\left\{g_{1}, g_{2}, g_{3}\right\}} & =\emptyset, & \mathcal{G}_{t,\left\{g_{1}, g_{2}, g_{3}\right\}} & =\left\{\left\{g_{1}, g_{2}\right\},\left\{g_{1}, g_{3}\right\},\left\{g_{2}, g_{3}\right\}\right\} .
\end{array}
$$

If an employee $e$ with skill set $\left\{g_{1}, g_{2}\right\}$ gets a shift $t$ that requires skill set $\overline{g_{1}}$ then $z_{t,\left\{g_{1}, g_{2}\right\}, \overline{g_{1}}}=1$. And if $e$ gets the shift $t^{\prime}$ that requires no skills then either $z_{t^{\prime},\left\{g_{1}, g_{2}\right\}, \overline{g_{1}}}=z_{t, \overline{g_{1}}, \emptyset}=1$ or $z_{t^{\prime},\left\{g_{1}, g_{2}\right\}, \overline{g_{2}}}=$ $z_{t, \overline{g_{2}}, \emptyset}=1$. To elaborate this a graph of the possible paths is given below. In the following graph the possible paths for this example have been colored.


For each pair $(t, g)$ the number of employees moving down can't be larger than the number of employees working the shift plus those coming from higher skill sets. Hence the inequality

$$
\sum_{g^{\prime} \in \mathcal{G}_{t, g}} z_{t, g, g^{\prime}} \leq \sum_{e \in E_{g}} y_{t, s} x_{s, e}+\sum_{g^{\prime} \in \mathcal{F}_{t, g}} z_{t, g^{\prime}, g}
$$

has to be added.
This results in the following linear programming model:

$$
\begin{array}{ll}
\max & \sum_{e \in E} \sum_{s \in S_{e}} c_{s, e} x_{s, e}-O \sum_{\substack{t \in T, g \in G}}\left(o_{t, g}+u_{t, g}\right)-\sum_{\substack{g^{\prime} \subsetneq g, \# g \backslash g^{\prime}=1}}\left(Z_{g, g^{\prime}} \sum_{t \in T} z_{t, g, g^{\prime}}\right) \\
\text { s.t. } & \sum_{s \in S_{e}} x_{s, e}=1 \\
& q_{t, g}=\sum_{e \in E_{g}} \sum_{s \in S_{e}} y_{t, s} x_{s, e}+\sum_{g^{\prime} \in \mathcal{F}_{t, g}} z_{t, g^{\prime}, g}-\sum_{g^{\prime} \in \mathcal{G}_{t, g}} z_{t, g, g^{\prime}} \\
& -o_{t, g}+u_{t, g} \\
& \sum_{g^{\prime} \in \mathcal{G}_{t, g}} z_{t, g, g^{\prime}} \leq \sum_{e \in E_{g}} y_{t, s} x_{s, e}+\sum_{g^{\prime} \in \mathcal{F}_{t, g}} z_{t, g^{\prime}, g} \\
& \\
x_{s, e} \in\{0,1\} \\
o_{t, g}, u_{t, g}, z_{t, g, g^{\prime}} \in \mathbb{N} .
\end{array}
$$

Note that we also added some constants $Z_{g, g^{\prime}}$. These are added as a cost for assigning an overqualified employee and because of some symmetries that are explained in Section 5.3.1.

Example 5.6. Looking at a shift $s^{\prime}$ at time $t$ which requires skill $g$. Recall that we don't look at skills when creating the possible schedules. So it is possible that an employee $e$ that has no particular skills can have schedules in which $s^{\prime}$ is assigned to him.
If such a schedule $s$ is selected then this will result in overstaffing as $q_{t, \emptyset}=0$. Because $O$ is large this will only happen if there is no other shifts available for $e$.

### 5.3 CPLEX

To solve our model we will use IBM ILOG CPLEX, or CPLEX for short. In 1988 Robert Bixby started development of the simplex method in C, hence the name CPLEX. Throughout the years other methods have been added such as the dual method, the barrier interior method, sifting, mixed integer programming and the possibility to use quadratric programming.[10]
ILOG acquired the project in 1997 and since 2009 it is owned by IBM and is still being developed actively.

After setting the variables, goal and constraints, CPLEX looks for an optimal feasible solution. Because CPLEX uses a lot of heuristics there is no way to describe what happens in detail. But to give some idea we will give a small summary what happens to our integer programming problem.
First off CPLEX will look for reductions in the model to eliminate rows and columns and look for symmetries.
Next it will look for an initial solution. The search method used for this will by default be determined by CPLEX. The method chosen depends on different factors. E.g, size, column/row ratio etc. After this the solution will be improved by using for example branch and bound which is explained in Section 3.3.
After a time limit or iteration limit set prior to the run CPLEX will halt and return the best solution found and if applicable whether it is optimal.

### 5.3.1 Improvements

## Subproblems:

Recall from Section 3.1 that integer programming in general is an NP-problem. To tackle this, the problem is divided into smaller subproblems and those are solved and combined to come to a final solution.
In our case this means that we will take a subset of the schedules and solve the puzzle. After this a new subset is selected in which the schedule of the previous solution is included and then the new problem is solved. By including the previous solution we guarantee that the solution won't be worse compared to previous runs.


Figure 4: An example of subproblems and how often they were chosen.
The Random Employee Selector selects one employee and selects a number of schedules that are possible for that employee at random. In our case this was 1000. Because the schedules are made for a category this means that the schedule-employee combination will be created for every employee that is in the same category as the chosen employee.
The Big Random Employee Selector does exactly the same but uses more schedules. Using more schedules will result in a slower process, but also in a more accurate solution. To make sure we don't lose too much time in this process this selector is used less often.
The Random Selector will pick some schedules at random. For each schedule all the scheduleemployee combinations are added for all employees in the category of that schedule.
We will also Traverse over shifts by selecting schedules that contain a certain shift. The reason behind this is that every shift must have sufficient employees and random schedules might miss some hard to plan shifts. For example shifts that can be assigned to only a few employees due to skill restrictions.

To create a better optimizer one must experiment with a lot of variables: the number of schedules can be higher or lower, the distribution over the different methods can be changed and other subproblems can be made and tested. E.g, traverse over employees, chose schedules depending on their value, chose an employee depending on the amount of kudos, etc.

## Removing redundant constraints:

An other improvement that was tried, is removing the redundant constraints on the shifts. When this is allowed is illustrated by the following example.

Example 5.7. Let $t$ be a shift and $G=\left\{g_{1}, g_{2}, g_{3}\right\}$ with $q_{t, \emptyset}=1$ and $q_{t, g}=0$ otherwise. It isn't interesting to consider $2^{3}=8$ constraints if only one is required to be nonzero and removing the other constraints may seem interesting.
However one should be careful with this. Employees should be considered as well. Let $e$ be an employee with skill set $\left\{g_{1}, g_{2}\right\}$. Recall that the sum $\sum_{e \in E_{g}} y_{t, s} x_{s, e}$ is used when determining $q_{t, g}$. If $q_{t,\left\{g_{1}, g_{2}\right\}}$ is removed then the shift $t$ for employee $e$ will not be take into account. However this is important as $e$ is allowed to work shift $t$.

So $q_{t,\left\{g_{1}, g_{2}\right\}}$ is kept. Together with that also $q_{t, \overline{g_{1}}}$ and $q_{t, \overline{g_{2}}}$ aren't removed to make it possible for employee $e$ to scale down to $q_{t, \emptyset}$.
Assuming there are no employees with other skill sets the other constraints can be removed.
So a constraint for $q_{t, g}$ can be removed if for all $g^{\prime} \supseteq g$ we have $q_{t, g^{\prime}}=0$ and there are no employees with skill set $g^{\prime}$.
When implementing this and comparing the results with previous runs no significant differences in time or optimal solution were noticed. However the number of rows removed by CPLEX decreased. This is of course due to the fact that they weren't added in the first place.

## Removing symmetries:

There are two different symmetries that we have tried to tackle. These will be explained using an example.

Example 5.8. Let there be an optimal solution with overstaffing at shift $t$ for an employee $e$ with skill $g$. So $o_{t, g}=1$. Assume for now that $Z_{g, g^{\prime}}$ has not yet been introduced. Another solution with $o_{t, g}=0, z_{t, g, \emptyset}=1$ and $o_{t, \emptyset}=1$, and other variables equal to the previous solution, will also be a feasible solution.
The constraint concerning $q_{t, q}$ is still satisfied as $o_{t, g}$ and $z_{t, g, \emptyset}$ balance out the changes. The same goes for $q_{t, \emptyset}$ where $z_{t, g, \emptyset}$ and $o_{t, \emptyset}$ balancing each other out. The inequality concerning $z_{t, g, \emptyset}$ isn't violated either as $y_{t, s} x_{s, e} \geq 1$, because otherwise there would be no overstaffing. Other constraints are not altered.
Both solutions have the same value as $O$ is independent of the shift and skill set and $z_{t, g, \emptyset}$ does not contribute to the solution value.

To overcome this symmetry a positive value $Z_{g, g^{\prime}}$ is introduced. For this particular case the values can be equal for all $g, g^{\prime}$, as long as $Z_{g, g^{\prime}}>0$. The next example, explaining the second case of symmetry, shows why these constant $Z_{g, g^{\prime}}$ may not be good enough.
Example 5.9. Let there be an optimal solution and an employee $e$ with skill set $\left\{g_{1}, g_{2}\right\}$ working shift $t$ requiring no skills. Assume that $z_{t,\left\{g_{1}, g_{2}\right\}, \overline{g_{1}}}=z_{t, \overline{g_{1}, \emptyset}}=1$. If no $Z_{g, g^{\prime}}$ is introduced or if $Z_{g, g^{\prime}}$ is equal for all $g, g^{\prime}$ the following solution has the same value: $z_{t,\left\{g_{1}, g_{2}\right\}, \overline{g_{1}}}=z_{t, \overline{g_{1}}, \emptyset}=0$ and $z_{t,\left\{g_{1}, g_{2}\right\}, \overline{g_{2}}}=z_{t, \overline{g_{2}}, \emptyset}=1$ and other values the same as before.
Because of the values of $z_{t,\left\{g_{1}, g_{2}\right\}, \overline{g_{1}}}$ and $z_{t,\left\{g_{1}, g_{2}\right\}, \overline{g_{2}}}$ the constraint for $q_{t,\left\{g_{1}, g_{2}\right\}}$ is still satisfied. Because $z_{t,\left\{g_{1}, g_{2}\right\}, \overline{g_{i}}}=z_{t, \overline{g_{i}}, \emptyset}$ for both $i$ for both solutions the constraints for $q_{t, \overline{g_{i}}}$ aren't violated either and because of the values of $z_{t, \overline{g_{1}}, \emptyset}$ and $z_{t, \overline{g_{2}}, \emptyset}$ the constraint concerning $q_{t, \emptyset}$ still holds. Also none of the inequalities are violated either. Therefore two different feasible solutions can be found with equal value.

To create a unique optimal solution the $Z_{g, g^{\prime}}$ should be defined such that each possible path from a skill set $g$ to $g^{\prime}$ with $g^{\prime} \subseteq g$ should have a unique path of minimum value.
Let each skill $g_{i}$ have a value $v\left(\overline{g_{i}}\right)=i$ and define $Z_{g, g^{\prime}}=\# g \cdot v\left(g \backslash g^{\prime}\right)$. Testing this, up to 9 skills a path with a unique minimum exists for each pair $g, g^{\prime}$ with $g^{\prime} \subseteq g$.
However implementing this in CPLEX caused the program to slow down tremendously. The better solution was to let CPLEX find the symmetry rather than trying to remove it.

## Sifting settings:

The last thing that was tried was adjusting the setting for sifting in CPLEX. The sifting optimizer is used when there are significantly more variables than constraints. Denoting $g$ for the number of skills, $s$ the number of schedules and $t$ the number of shifts. Then the number of variables is
$\mathcal{O}\left(s \cdot e+t \cdot 2^{g}+t \cdot 2^{g} \cdot g\right)$ and the number of constraints $\mathcal{O}\left(e+t \cdot 2^{g}\right)$.
As $s$ is significantly larger than $e, t$ and $g$ the number of variables is also significantly larger than the number of constraints.
For this reason the solving method in CPLEX for the sifting optimizer was changed from default to yes. However this caused a reduction in speed. CPLEX already used sifting when required, but forcing it in other cases caused the speed to decrease.

## 6 Tests

There are three points that are important to be tested. First of all we want to create the correct possible schedules. It is also important to know the speed of the algorithm and number of schedules that are made depending on the number of shifts. After this the model will be used on a small scale to test calculation of the kudos. For this we look at several ways to update and scale the kudos and the combinations of those. Finally the model itself will be checked on a larger scale, i.e, with more employees.

### 6.1 Possible schedules

Recall that for creating the possible schedules it is not important how often a shift appears or which skills are required. There will be several different categories that will be tested.
These are based on certain differences that might result in a difference in the number of possible schedules found for a category. For this reason we check two different contract lengths: 20 hour and 38 hours. A category either has no days off or Thursday off. It has either no holiday or a holiday on Friday. The preference for a day off can be none or Wednesday and finally the preference to have a part of a day off could be in the morning or empty.

As the preferences to work only affects the value of the schedule and not how they are made, we will not consider those preferences. The night shifts are set to true because we want to look at all the shifts at all times. Almost all the combinations will be considered which are $2^{5}=32$ different categories. However if the only prefer to have a day off the maximum violations of 3 will never be violated because every day will have at most one shift, and thus the maximum number of violations will be at most one. This results in the same category with no day off preferences having the same number of possible schedules. Therefore the preference to have one day off will only be considered in combination with the preference to have a part of a day off.

The possible schedules will be created for all of the categories. With each step we will add a shift on each day of the week on the same time. The shifts will be added in the following order to keep them spread over the day:

1. $0: 00-8: 00$
2. 12:00-20:00
3. 10:00-18:00
4. 8:00-16:00
5. 20:00-4:00
6. 14:00-22:00
7. $16: 00-0: 00$
8. 2:00-10:00
9. $4: 00-12: 00$
10. 6:00-14:00

As seen before: when determining the time complexity we saw that removing double schedules could take a lot of time. That's why we are not only interested in the total time, but also in the time spent removing duplicates.

| Number of shifts | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Create | $0,13 \mathrm{~s}$ | $0,24 \mathrm{~s}$ | $0,86 \mathrm{~s}$ | $2,66 \mathrm{~s}$ | $6,77 \mathrm{~s}$ | $14,4 \mathrm{~s}$ | $28,6 \mathrm{~s}$ | $51,0 \mathrm{~s}$ | $1: 09 \mathrm{~m}$ | $2: 00 \mathrm{~m}$ |
| Remove duplicates | $0,04 \mathrm{~s}$ | $0,08 \mathrm{~s}$ | $0,34 \mathrm{~s}$ | $0,74 \mathrm{~s}$ | $1,73 \mathrm{~s}$ | $4,7 \mathrm{~s}$ | $8,8 \mathrm{~s}$ | $36,0 \mathrm{~s}$ | $1: 05 \mathrm{~m}$ | $2: 54 \mathrm{~m}$ |
| Total time | $0,17 \mathrm{~s}$ | $0,32 \mathrm{~s}$ | $1,2 \mathrm{~s}$ | $3,4 \mathrm{~s}$ | $8,5 \mathrm{~s}$ | $19,1 \mathrm{~s}$ | $37,4 \mathrm{~s}$ | $1: 27 \mathrm{~m}$ | $2: 14 \mathrm{~m}$ | $4: 54 \mathrm{~m}$ |

Figure 5: The time it took to create possible schedules for all categories.
A full overview of the number of schedules can be found in Appendix A. Some categories are pointed out here to give an idea of an upper and lower bound and the speed at which the number of schedules increases.
(a) 38 hours contract without any restrictions $\quad$ (c) 20 hours contract without any restrictions
(b) 38 hours with all possible restrictions given in the first paragraph of this section.
(d) 20 hours with all possible restrictions given in the first paragraph of this section.

| Category | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| (a) | 6 | 56 | 252 | 1960 | 6174 | 12144 | 28408 | 67998 | 120552 | 195456 |
| (b) | 2 | 21 | 96 | 372 | 1302 | 2787 | 4576 | 7242 | 15596 | 28579 |
| (c) | 55 | 290 | 824 | 2013 | 3844 | 6260 | 9908 | 15087 | 21268 | 28786 |
| (d) | 25 | 109 | 286 | 637 | 1204 | 1944 | 2902 | 4140 | 5960 | 8176 |

Figure 6: The number of possible schedules for a selection of categories.

### 6.2 Kudos

It is important to test the behaviour of the kudos in many different situations to check for unexpected results. For each test we will give a reasoning why we do this test and what sounds like a fair result before comparing those to the test results. This way we find a way to update the kudos in a fair way for all the employees.
Each test will start with all employees having an equal amount of kudos, and continues for several weeks. This way we can see what the kudos will do in the long run.
In general there are several different variables to test which are briefly mentioned again. A more elaborate explanation can be found in Section 5.1.

1. Creating the value of the schedule $c_{s, e}$ depending on schedule value $v_{s}$, kudos $k_{e}$ and $s^{\prime}$ the number of shifts in $s$ :
(a) $v_{s}+k_{e}$;
(b) $v_{s} \cdot k_{e}$;
(c) $\frac{v_{s}}{2 s^{\prime}} \cdot k_{e}$;
(d) $\left(\frac{v_{s}}{2 s^{\prime}}\right)^{2} \cdot k_{e}$;
(e) $\sqrt{\frac{v_{s}}{2 s^{\prime}}} \cdot k_{e}$.
2. Recalculating the kudos depending on the value of the chosen schedule $v_{s}$ :
(a) $k_{e}-v_{s}+s^{\prime}$;
(b) $k_{e} \cdot \frac{s^{\prime}}{v_{s}}$;
(c) $\left\{\begin{array}{lr}k_{e} \cdot \frac{s^{\prime}}{v_{s}} & v_{s} \geq s^{\prime} \\ k_{e} \cdot\left(-\frac{v_{s}}{s^{\prime}}+2\right) & v_{s}<s^{\prime} ;\end{array}\right.$
(d) $k_{e} \cdot \frac{m_{s}}{v_{s}}$.
3. Scaling the kudos to keep the average equal:
(a) additive;
(b) multiplicative.
4. Average kudos at all times:
(a) 20 ;
(b) 50 ;
(c) 80 .

To test every combination of the variables above each test has to be run 90 times. This would take too much time, so several combinations have been chosen to start with. Throughout the tests some changes are made to the used variables and if something doesn't seem to work it won't be tested any more than necessary.

Keep in mind that if an employee works 38 hours all schedules will contain 5 shifts and if an employee works 20 hours they will contain either 2 or 3 shifts.

### 6.2.1 Does it select preferences?

Before starting to test all sorts of borderline cases there should be a check on the validity in general. Take employees $e_{1}, \ldots, e_{7}$ that work full time and each employee $e_{i}$ the preference to have a day off on day $i$.
Each day will consist of 5 shifts spread over the day. These are added in the same order as with the test of the possible schedules. The $c_{s, e}$ are defined by 1(b). Every combination of recalculation and scaling of kudos will be tested.
Expected is that every shift will be assigned and the preferences can be met. If every preference can be met there is no expected change in the amount of kudos and in that case testing the different ways to recalculate and scale becomes redundant.

## Results:

|  | Monday |  |  |  |  | Tuesday |  |  |  |  | Wednesday |  |  |  |  | Thursday |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \hline \ddot{0} \\ & \hline \end{aligned}$ | $\stackrel{\ominus}{\dot{\gamma}}$ | $\stackrel{\stackrel{\rightharpoonup}{\dot{\theta}}}{ }$ | $\begin{aligned} & \mathrm{O} \\ & \stackrel{\text { H. }}{\sim} \end{aligned}$ | $\begin{aligned} & \mathrm{O} \\ & \stackrel{\mathrm{O}}{\mathrm{O}} \end{aligned}$ | $\stackrel{O}{\circ}$ | $\underset{+}{\mathrm{O}}$ | $\stackrel{\stackrel{\rightharpoonup}{i}}{\circ}$ | $\begin{aligned} & \mathrm{O} \\ & \stackrel{\mathrm{i}}{\mathrm{i}} \end{aligned}$ | $\begin{aligned} & \stackrel{9}{\dot{\theta}} \end{aligned}$ | $\begin{aligned} & \stackrel{\circ}{\circ} \\ & \hline \end{aligned}$ | $\underset{+}{\underset{\gamma}{8}}$ | $\stackrel{\odot}{\circ}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{\dot{~}} \\ & \stackrel{\rightharpoonup}{-} \end{aligned}$ | $\begin{aligned} & \stackrel{\mathrm{O}}{\dot{\theta}} \end{aligned}$ | $\begin{aligned} & \hline \stackrel{O}{\circ} \end{aligned}$ | $\begin{aligned} & \mathrm{q} \\ & \hline \underset{\sim}{2} \end{aligned}$ | $\stackrel{\stackrel{\rightharpoonup}{\dot{\infty}}}{ }$ | $\begin{aligned} & \stackrel{\mathrm{O}}{\mathrm{i}} \\ & \stackrel{y}{2} \end{aligned}$ | $\begin{aligned} & \stackrel{9}{\dot{\theta}} \end{aligned}$ |
| $e_{1}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{2}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{3}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{4}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{5}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{6}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{7}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |


|  | Friday |  |  |  |  | Saturday |  |  |  |  | Sunday |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \stackrel{8}{\circ} \end{aligned}$ | $\underset{+}{\underset{\gamma}{8}}$ | $\stackrel{\stackrel{O}{\dot{\infty}}}{ }$ | $\begin{aligned} & \stackrel{8}{\dot{\mathrm{O}}} \\ & \stackrel{1}{2} \end{aligned}$ | $\begin{aligned} & \underline{\theta} \\ & \stackrel{\ominus}{\theta} \end{aligned}$ | $\begin{aligned} & \stackrel{8}{0} \end{aligned}$ | $\underset{\dot{\gamma}}{\stackrel{\gamma}{2}}$ |  | $\begin{aligned} & \text { O} \\ & \stackrel{\text { H}}{\mathrm{G}} \end{aligned}$ | $\begin{aligned} & \stackrel{\rightharpoonup}{\dot{\theta}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{8}{\circ} \end{aligned}$ | $\underset{+}{\mathrm{P}}$ | $\stackrel{\underset{\infty}{\infty}}{\stackrel{\rightharpoonup}{0}}$ |  | $\bigcirc$ |
| $e_{1}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{2}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{3}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{4}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{5}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{6}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| $e_{7}$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

After each run we get a roster in which every employee $e_{i}$ doesn't have to work on day $i$. However there is one overstaffing and one understaffing every time. After making a roster without the preferences the same amount of over- and understaffing occurs. So this wasn't caused by the preferences of the employees, but due to the restricting work regulations.
As mentioned above the recalculation and scaling does not require any testing in this scenario.

### 6.2.2 Prefer to have a day off on the same day

During this test we will have employees $e_{1}, e_{2}, e_{3}$ all working full time. The employees $e_{1}$ and $e_{2}$ prefer Tuesday off, $e_{3}$ has no preferences. There will be 2 shifts each day. This way we expect that $e_{3}$ will always work on Tuesday and either $e_{1}$ or $e_{2}$ has one assigned shift on Tuesday. It is also expected that whether $e_{1}$ of $e_{2}$ works on Tuesday will alternate. The goal is that after every
two weeks the amount of kudos is back to the starting point, because both employees got the same number of preferred shifts.

In the first run we compare the difference in behaviour in $3(\mathrm{a})$ and $3(\mathrm{~b})$, scaling of kudos, while using 1(b), 2(b) and 4(b).

## Results:



Looking at the graph on the left we can see that $e_{2}$ got his preferences in the first week by the decrease in kudos. The second week $e_{1}$ got his preferences which can again be seen by the drop in kudos. This is what was expected as the kudos were higher. The third week $e_{1}$ gets his preference again, as the kudos is still slightly higher. Employee $e_{2}$ is compensated for this with an increase in kudos and got his preference again in week 4.
The same happens in the graph on the right except that after two weeks the kudos is again equal so the employee that will get his preference first is random as in the first week.
Running the same tests with 2(a) and 2(c) give comparable results which can be found in Appendix B.1.

Multiplicative scaling seems to give slightly better results, as additive scaling is slightly off for 2(a) and 2(c).
Note that the kudos of employee $e_{3}$ without preferences has been going down every time. Which isn't that surprising, since his schedule has no bad shifts. However this doesn't seem fair and will be addressed shortly.

### 6.2.3 Prefer to work on the same day

The test is exactly the same as before except that employees $e_{1}$ and $e_{2}$ want to work on Tuesday instead of having a day off. It is expected that both will get their preferences as there are two shifts
and that this would result in keeping the amount of kudos of those two employees the same. At the same time it is expected that the amount of kudos of $e_{3}$ increases.
Because we are mostly interested in the behaviour of the kudos of $e_{3}$ right now the test will only be done for $1(\mathrm{~b}), 2(\mathrm{~b}), 3(\mathrm{~b})$ and $4(\mathrm{~b})$.

## Results:



The results are as expected and the way kudos for employees without preferences should be addressed.

### 6.2.4 Concerning employee without preferences

This isn't a test, but an important change that is made between the previous tests and the tests yet to come. Because the change of kudos of an employee without preferences is in general not predictable we will no longer change those. The previous tests will be reviewed to make sure the results are still similar for the other employees before continuing with the next tests.

### 6.2.5 Prefer the same day off/work revisited

The tests where both employees prefer to work isn't very interesting. Employee $e_{1}$ and $e_{2}$ get equivalent schedules and the kudos don't change. All three employees keep the average kudos after every week.
When both $e_{1}$ and $e_{2}$ prefer to have a day off we check the combinations of recalculating and scaling while keeping 1 (b) and 4 (b) fixed. The ideal result would be that both employees get their preference once and that the kudos are back to the starting point after two weeks.

## Results:



In every test both $e_{1}$ and $e_{2}$ got their preference twice. In most cases the kudos did also return to their exact start position. However, as seen in the graphs, the method 2(b) doesn't go together well with $3(\mathrm{a})$. This is most likely the result of using multiplication when updating the kudos but use addition when the kudos are being scaled. The small deviation is also seen with 2(c) and 3(a). All the results are shown in Appendix B.2.

### 6.2.6 Conflict with three employees

This time there will be three employees $e_{1}, e_{2}, e_{3}$ that all would like to work on Tuesday. As before we will set two shifts per day, which means that not all three employees can have their preference. The solution to this would to let everyone work on Tuesday two out of three times and after three weeks be back at the starting point. As before we test the recalculation and scaling while using 1(b) and 4(b).

## Results:



In every run all three employees got to work on a Tuesday twice in the first three weeks. This is also reflected in the graphs: the amount of kudos drops twice for every employee. However we didn't get back to the exact starting point in every run. Once again this didn't occur for 3(a) combined with $2(\mathrm{~b})$ and $2(\mathrm{c})$ For this reason we will continue testing with $3(\mathrm{~b})$. All the results are shown in Appendix B. 3 .

## Test kudos average:

This test is also used to test the variable of 4 , the average amount of kudos. The idea behind varying the average is that for two schedules, one equally bad as the other is good, the relative distance to the average can be different. To check this we fix 1 (b) and 3 (b) and vary 2 and 4 .

## Results:



Comparing all the graphs found in Appendix B.3, we see that there are no changes for 2(a). For $2(b)$ and 2(c) the amount of kudos added or removed differ but these don't lead to differences in making the rosters. So the average will not be tested anymore.

### 6.2.7 Behaviour with different contract hours

Take four employees $e_{1}, \ldots, e_{4}$. Employees $e_{1}$ and $e_{2}$ work 38 hours, the others work 20 hours. $e_{1}$ and $e_{3}$ prefer Tuesdays off, $e_{2}$ and $e_{4}$ have Tuesdays off. There are two shifts each day which shouldn't result in overstaffing if every part time employee works two shifts. So we expect neither $e_{1}$ nor $e_{3}$ to ever get their preferences. However we are interested in the amount of kudos that are lost when employees have different contract hours.
We did this test keeping 1 (b), $3(\mathrm{~b})$ and $4(\mathrm{~b})$ fixed and varying 2 , the recalculating of kudos.
In the graphs only two employees are plotted. As $e_{2}$ and $e_{4}$ have no preferences their kudos will remain constant.

## Results:

Comparison part time and full time


When using 2(b) and 2(c) we see an increase in kudos for part time employee $e_{3}$. The reason is pretty clear: if you have fewer shifts to compensate for one bad shift the schedule will be worse. 2(a) remains equal because this considers shifts absolute instead of relative: $50-4+5=50-2+3$.

## Testing when not all preferences can be satisfied:

One may wonder why we picked four employees for the previous test. The reason for this is that we will run the same test but this time $e_{2}$ doesn't have a day off so he will be assigned one shift on Tuesday. In general we hope that both employees will get their preferences but that $e_{4}$ would get it more often. Once again we fix $3(\mathrm{~b})$ and $4(\mathrm{~b})$, but 1 , valuing $c_{s, e}$, and 2 , recalculating kudos, will vary.

## Results:



The other results can be found in Appendix B.4.
$\mathbf{1 ( a )}$ : This option doesn't work. An example is given to explain why.
Example 6.1. Let $e_{1}, e_{2}$ be employees with the same preference and only one preference can be fulfilled each week, like during this test. To determine who gets which schedule we maximize $v_{s_{1}}+$ $k_{e_{1}}+v_{s_{2}}+k_{e_{2}}$ where $s_{i}$ is the schedule for employee $e_{i}$.
Because the kudos are constants when selecting schedules we are just maximizing $v_{s_{1}}+v_{s_{2}}$ and this is independent of the amount of kudos an employee has. So, because the employees have the same preferences, the solution assigning $s_{1}$ to $e_{2}$ and $s_{2}$ to $e_{1}$ is also optimal. Multiplying by some factor to maximize over, for example, $c_{v} v_{s_{1}}+c_{k} k_{e_{1}}+c_{v} v_{s_{2}}+c_{k} k_{e_{2}}$ or using other methods like the square, $v_{s_{1}}^{2}+k_{e_{1}}^{2}+v_{s_{2}}^{2}+k_{e_{2}}^{2}$ doesn't change anything to this fact.
$\mathbf{1 ( b ) : ~ W h e n ~ a p p l y i n g ~} 1(\mathrm{~b})$ it is important to note that when the kudos are equal the first schedule will be assigned random and there is no advantage for part time or full time as $c_{s, e}=v_{s} \cdot k_{e}$ doesn't depend on the number of shifts. What we see in the graph is that if the kudos of the full time employee $e_{1}$ drops, it drops more than for the part timer $e_{3}$. This is not the case for 2(a), which doesn't depend on the number of shifts. The slower decrease of kudos results in the part time employee getting his preference more often.
$\mathbf{1}(\mathbf{c})$ : Looking at the graph you can see that there is a certain height of kudos a full time employee must have before getting his preference over a part time employee. To determine this amount we solve

$$
\frac{4}{10} x+\frac{2}{4}(100-x)=\frac{5}{10} x+\frac{1}{4}(100-x)
$$

for $x$. Which is the point where both employees are as likely to get their preference. This results in $x \approx 71.43$. 2(a) will achieve this height very slowly as the kudos can't change much in one week. We see that 2(b) achieves this in week 5 and drops down to a value comparable to week 2 . So one
can assume that in for the next three weeks the part timer will get his preference again before the full time employee will get his preference again.
Looking at 2(c) you can see that the drop after week 6 is much less. It drops back to a height similar to week 4. So we expect to get the part time employee his preference twice before the full time employee getting his preference again.

$\mathbf{1}(\mathbf{d})$ and $\mathbf{1}(\mathrm{e})$ : The results off $1(\mathrm{~d})$ and $1(\mathrm{e})$ are very similar to $1(\mathrm{c})$. The speed at which the kudos increase and decrease are independent of 1 , the way we value the schedules. The only difference is the height at which point the full time employee gets his preference over the part time employee. This his slightly lower when using $1(\mathrm{~d})$, the quadratic method, and slightly higher when using $1(\mathrm{e})$, the square root method. For 1 (d) we solve

$$
\left(\frac{4}{10}\right)^{2} x+\left(\frac{2}{4}\right)^{2}(100-x)=\left(\frac{5}{10}\right)^{2} x+\left(\frac{1}{4}\right)^{2}(100-x)
$$

which gives $x \approx 67.57$. For $1(\mathrm{e})$ we solve

$$
\sqrt{\frac{4}{10}} x+\sqrt{\frac{2}{4}}(100-x)=\sqrt{\frac{5}{10}} x+\sqrt{\frac{1}{4}}(100-x)
$$

which results in $x \approx 73.51$

### 6.2.8 Lots of conflicting preferences

It might occur that there are two employees that want a lot of the same shifts. During this test there are full time employees $e_{1}, \ldots, e_{4}$. Employees $e_{1}$ and $e_{2}$ both prefer to be working during evening shifts. Each day of the week there will be three shifts, one of which is an evening shift. So there are 7 evening shifts to distribute over the two employees. A fair result is that they are distributed as 3 to 4 .

Note that there are four employees to create some more freedom in the roster. If only two employees are active we are very restricted because of the working regulations.
This time combinations 1 (c)-(e) and 2(a) and 2(c) are considered. 1 (b) is skipped because it is the same as 1 (c) if all employees have the same contract hours. 2(b) is skipped because $v_{s} \geq s^{\prime}$, with $s^{\prime}$ the number of shifts. In this case 2(b) and 2(c) are the same.

## Results:

$\mathbf{1}(\mathbf{c})$ : The distribution of the 7 evening shifts is random for the first week. The amount of kudos is equal for both employees and the increase is linear. This means that the shifts are assigned $5 / 2$ or $4 / 3$. The next week the distribution is always $5 / 2$. The reason for this is explained with an example.

Example 6.2. Assume we assign 5 evening shifts to $e_{1}$ and 2 evening shifts to $e_{2}$ will give $e_{1} 41.18$ kudos and $e_{2} 58.82$ if we recalculate using 2(c). Then the following graph displays the value of a schedule for the next week.


It wouldn't be beneficial to assign 4 shifts to $e_{2}$ and 3 shifts to $e_{1}$ as the loss of 1 shift for $e_{2}$ is considered worse than the gain of 1 shift for $e_{1}$. In this case we would compare 5 shifts, $v_{s}=10$, and 2 shifts, $v_{s}=7$, to 4 shifts, $v_{s}=9$, and 3 shifts, $v_{s}=8$. As $1 \cdot 58.82+0.7 \cdot 41.18=87.646>$ $85.882=0.9 \cdot 58.82+0.8 \cdot 41.18$ it is more beneficial to assign the shift to employee $e_{2}$.
This difference in kudos may be smaller or larger depending on how the recalculation occurs. However in any case this effect occurs.

In these graphs the different scenarios for employees with preferences are plotted.


We see that with a 5 to 2 distribution the kudos are back to the starting point for 2(c) and close to the starting point for $2(\mathrm{a})$. For a 4 to 3 distribution the kudos will never return to a starting point. However there is a repeating pattern for 2(c), and 2(a) is again close to being the same.
$\mathbf{1}(\mathbf{d})$ : For the square method the distribution is always 5 to 2 . The behaviour of the kudos is similar to previous results. When using 2(c) they return to the starting situation and for 2(a) they are close to the starting situation.
$\mathbf{1 ( e ) : ~ U s i n g ~ t h e ~ s q u a r e ~ r o o t ~ h a s ~ o n l y ~ t w o ~ d i f f e r e n c e s ~ c o m p a r e d ~ t o ~ t h e ~ q u a d r a t i c ~ m e t h o d . ~ T h e ~ f i r s t ~}$ is that the distribution is always 4 to 3 . For this reason the second difference occurs, which is the amount of kudos an employee has after one week. However after two weeks they are again equal for $2(c)$ and close to equal for $2(\mathrm{a})$.

The reason that this difference in distribution occurs is similar to what happens in Example 6.2. Looking at the graph below we see can see that for the square taking the sum of the values $v_{s}=8$ and $v_{9}=$ is lower than for $v_{s}=7$ and $v_{s}=10$. So a the shifts are assigned 5 to 2 . The exact opposite is true for the square root, which is a why the shifts are assigned 4 to 3 .


## Prefer not working evening shifts:

To complete this test the variant where employees $e_{1}$ and $e_{2}$ don't want to work in the evening is considered. This should cause a difference in 2(b) and 2(c).
The results will be considered shortly as they are mostly the same as the working preference in the evenings. The distribution per method of 1, setting $c_{s, e}$, is the same and the amount of kudos after two weeks are the same.
The only difference occurs in the amount of kudos after one week. A comparison of 2(b) and 2(c) using $1(\mathrm{e})$ is given below. However this has no consequences for how and how often shifts are assigned.

2(b) and 2(c) kudos for 1(e)


### 6.3 Model

To test the full process two tests are used. A smaller test has 16 employees, a larger one 48 . The data is fictional, but based on real data. While running the tests, the variables that were tested in the previous section will be chosen and kept the same for the upcoming tests. The settings used are as follows: 1(e), using the square root to determine the value of a schedule. 2(b), using the ratio of number of shifts to the value of the schedule. 3(b), scaling multiplicative. 4(b), an average of 50 kudos. Each test will be separated in three parts:

1. Creating a roster with the employees and shifts.
2. Same as 1. but with added skills to employees and shifts.
3. Same as 2. but with added rules such as days off and added preferences.

Because the preferences don't play a role in the first two parts we won't consider kudos until the last part of each test.

### 6.3.1 16 employees

Following tables give the input of the first run. First the number of employees required for a shift is given and second the employees that are available.

| Time Day | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 6:00-14:00 | 5 | 6 | 6 | 5 | 5 | 3 | 2 |
| 14:00-22:00 | 4 | 5 | 5 | 4 | 4 | 3 | 3 |
|  |  | Full time |  | Part time |  |  |  |
|  |  | Al Baird |  | Naomi Walls |  |  |  |
|  |  | Deb Smith |  | Nicole Holmes |  |  |  |
|  |  | Isaac Haynes |  | Oliver Curtis |  |  |  |
|  |  | Jess Lester |  | Rachel Gold |  |  |  |
|  |  | Leslie Woods |  | Richard Stone |  |  |  |
|  |  | Lorn Olson |  | Ricky Rookie |  |  |  |
|  |  | Lorraine Jennings |  | Rita Sanders |  |  |  |
|  |  | Meredith Miles |  | Rob Lewis |  |  |  |

The results of the first test are promising. A roster with with no over- or understaffing is found every time. An example of the results can be found in Appendix C.1.

For the second part there will be skills added. Every day one of the shifts of 06:00-14:00 will require Chinese as a skill and one of the shifts 14:00-22:00 will require English as a skill. We expect that at least one of the employees working that shift has the required skill. These are the employees who have skills:

| English | Chinese |
| :--- | :--- |
| Isaac Haynes | Jess Lester |
| Meredith Miles |  |
| Rita Sanders | Rachel Gold |
|  | Rob Lewis |

For the second part we also find rosters that have no over- or understaffing, and on top of that at least one of the eligible employees is assigned to a shift with his skill. An example can be found in Appendix C.1.

The third part will contain preferences and therefore we will also check the updating of the kudos.
Days off: Richard Stone and Ricky Rookie on Wednesday, Nicole Holmes and Rita Sanders on Friday, Oliver Curtis on Saturday and Sunday.
Preferred days off: Rachel Gold and Richard Stone on Tuesday.
Preferred working part of day: Al Baird and Leslie Woods in the morning, Lorraine Jennings and Meredith Miles in the evening.

The roster found can't be better. There is again no over- or understaffing, the skills are assigned correctly and everyone got their preferences. The full roster can been found in Appendix C.1. However what happens with the kudos requires some explanation. Below is a table of the results of the employees that have preferences.

| Employee | Kudos before | Number of shifts | Value of schedule | Kudos after |
| :--- | :---: | :---: | :---: | :---: |
| Al Baird | 50 | 5 | 10 | 37.5 |
| Leslie Woods | 50 | 5 | 10 | 37.5 |
| Lorraine Jennings | 50 | 5 | 10 | 37.5 |
| Meredith Miles | 50 | 5 | 10 | 37.5 |
| Rachel Gold | 50 | 2 | 2 | 75 |
| Richard Stone | 50 | 3 | 3 | 75 |

It seems fair that if every employee has gotten their preference no change in kudos occurs. However this is not the case. The reason that this happens is that different preferences cause difference in the value of a schedule. For example preferring to work a certain shift increases the value of a schedule, but preferring not to work, only causes the value not to drop. When recalculating the kudos the maximum value of $2 s^{\prime}$ can't always be achieved. In an attempt to make this more fair the maximum value of the possible schedules can be considered, giving the following results.

| Employee | Kudos before | Number of shifts | Value of schedule | Kudos after |
| :--- | :---: | :---: | :---: | :---: |
| Al Baird | 50 | 5 | 10 | 46.15 |
| Leslie Woods | 50 | 5 | 10 | 46.15 |
| Lorraine Jennings | 50 | 5 | 10 | 46.15 |
| Meredith Miles | 50 | 5 | 10 | 46.15 |
| Rachel Gold | 50 | 2 | 2 | 69.23 |
| Richard Stone | 50 | 3 | 3 | 46.15 |

In this scenario we see an increase in the kudos of Rachel. This is caused due to the fact that Rachel has possible schedules containing 3 shifts. So she is the only employee that didn't get the maximum value. However for the number of shifts that are in her schedule the maximum value is achieved. Considering the maximum value for the number of shifts in a schedule the following results are obtained.

| Employee | Kudos before | Number of shifts | Value of schedule | Kudos after |
| :--- | :---: | :---: | :---: | :---: |
| Al Baird | 50 | 5 | 10 | 50 |
| Leslie Woods | 50 | 5 | 10 | 50 |
| Lorraine Jennings | 50 | 5 | 10 | 50 |
| Meredith Miles | 50 | 5 | 10 | 50 |
| Rachel Gold | 50 | 2 | 2 | 50 |
| Richard Stone | 50 | 3 | 3 | 50 |

Note that these settings don't change the value of the roster we find, just the way the kudos are recalculated from $\frac{s^{\prime}}{v_{s}} \cdot k_{e}$ to $\frac{m_{s}}{v_{s}} \cdot k_{e}$. The behaviour of this new method should be tested as well. However, because all the tests of kudos in the previous section are with employees from the same categories, and thus the same possible schedules, these changes don't alter anything between these employees.

### 6.3.2 48 employees

The following table gives the input of the required employees for shifts.

| Time Day | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday | Sunday |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $0: 00-8: 00$ | 8 | 10 | 10 | 8 | 8 | 7 | 7 |
| $8: 00-16: 00$ | 12 | 14 | 14 | 12 | 12 | 11 | 11 |
| $16: 00-0: 00$ | 10 | 13 | 13 | 10 | 10 | 10 | 10 |

Because of the high number of employees, we will only mention those that stand out. To validate the results it is important to know that the employees working full time have a first name that start with A-M, all part timers have first names that start with N-Z.

| Full time | Part time |
| :--- | :--- |
| 40 | 8 |

During the first test rosters without over- or understaffing are found. A result, which also satisfies the second and third test, is found in Appendix C.2.
The next step is to add skills. These are added depending on the first letter of the first name:

| Chinese | English | Spanish |
| :--- | :--- | :--- |
| A-C (10x) | J-K (10x) |  |
| D-I (10x) |  |  |
| N-O (3x) |  |  |

This leaves us with 10 full time employees and 7 part time employees without any skills assigned. The shifts that will require skills are the same for every day of the week.

| Time | English | Chinese | Chinese, English | Spanish |
| :---: | :---: | :---: | :---: | :---: |
| $0: 00-8: 00$ | 2 | 2 | 2 | 0 |
| $8: 00-16: 00$ | 1 | 1 | 1 | 1 |
| $16: 00-0: 00$ | 2 | 2 | 2 | 0 |

During the second test creating new rosters will again result in no over- or understaffing. There are always enough employees that have the required skills to fill all the shifts.
In the next step the days off and preferences will be added.

| Employee Info | Day off | Prefer day <br> off | Prefer day <br> work | Prefer part <br> of day off | Prefer part <br> of day work |
| :---: | :--- | :--- | :--- | :--- | :--- |
| Al Baird |  |  |  |  | Evening |
| Alexis Rich |  |  |  |  | Evening |
| Daisy Fresh |  |  | Sunday |  |  |
| Deb Smith |  |  |  | Night |  |
| Jasmine Diaz |  | Monday |  |  |  |
| Jeffrey Lee |  |  | Sunday |  |  |
| Jennifer Han |  | Monday |  | Night |  |
| Laura Grace |  | Monday |  |  |  |
| Naomi Walls |  | Monday |  |  |  |
| Nicole Holmes |  |  |  |  |  |
| Oliver Curtis | Thursday |  |  |  |  |
| Rachel Gold | Thursday |  |  |  |  |
| Richard Stone | Thursday |  |  |  |  |

For a result we refer to the same roster as before in Appendix C.2. An optimal roster has been found and everyone has been given their preferences. There are no changes in the amount of kudos.

To test how kudos are recalculated on a larger scale we create a conflict. Oliver Curtis will now also have the preference of having Monday off. This way every employee that has the skill Spanish prefers Monday off. However one employee must be assigned this shift.
The entire roster can be found in Appendix C. 2 and below are the kudos of the employees that have preferences set. Recall that employees without preferences don't get their kudos updated. $k u d o s_{i}$ is the amount of kudos for an employee after week $i$. value $_{i}$ is the value of the schedule given to an employee in week $i$. Between brackets the maximum value is shown.

|  |  | Week 1 |  | Week 2 |  | Week 3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Employee Info | kudos $_{0}$ | value $_{1}$ | kudos $_{1}$ | value $_{2}$ | kudos $_{2}$ | value $_{3}$ | kudos $_{3}$ |
| Al Baird | 50 | $10(10)$ | 47.83 | $10(10)$ | 45.83 | $10(10)$ | 44 |
| Alexis Rich | 50 | $10(10)$ | 47.83 | $10(10)$ | 45.83 | $10(10)$ | 44 |
| Daisy Fresh | 50 | $6(6)$ | 47.83 | $6(6)$ | 45.83 | $6(6)$ | 44 |
| Deb Smith | 50 | $5(5)$ | 47.83 | $5(5)$ | 45.83 | $5(5)$ | 44 |
| Jasmine Diaz | 50 | $5(5)$ | 47.83 | $5(5)$ | 45.83 | $5(5)$ | 44 |
| Jeffrey Lee | 50 | $6(6)$ | 47.83 | $6(6)$ | 45.83 | $6(6)$ | 44 |
| Jennifer Han | 50 | $5(5)$ | 47.83 | $5(5)$ | 45.83 | $5(5)$ | 44 |
| Laura Grace | 50 | $5(5)$ | 47.83 | $5(5)$ | 45.83 | $5(5)$ | 44 |
| Naomi Walls | 50 | $2(3)$ | 71.74 | $3(3)$ | 68.75 | $3(3)$ | 66 |
| Nicole Holmes | 50 | $3(3)$ | 47.83 | $2(3)$ | 68.75 | $3(3)$ | 66 |
| Oliver Curtis | 50 | $3(3)$ | 47.83 | $3(3)$ | 45.83 | $2(3)$ | 66 |

It becomes clear from the results that after three weeks Naomi, Nicole and Oliver all got their preference twice and that their kudos is again equal.

The other employees see their kudos decrease and this may cause some discussion. One can argue that this is unfair as their preferences had nothing to do with the conflict of interest of Naomi, Nicole and Oliver. On the other hand all of those employees did get their preferences all the time where Naomi, Nicole and Oliver missed one of theirs. If in the future one of the other employees conflicts with either three this advantage will be saved.

If the current solution seems unfair and you wouldn't want the kudos of the uninvolved employees to be updated you could separate the employees in several groups. Although one should be careful doing this, as illustrated with the next example it will be hard to find these groups.

Example 6.3. We will look at the previous test in our example. Recall that the problem started with 3 people able to speak Spanish wanting a day off on Monday. To us it is clear that this will result in a problem because there must be one employee that speaks Spanish on Monday. Making a group of people with the exact same skills and preferences is most likely too precise and will single out everyone. Which defeats the purpose of comparing employees.
So making a group a bit larger, one might want to add everyone with the same preferences to one group. However in that case we would add Jasmine, who doesn't even speak Spanish and shouldn't be punished for this conflict. The same can be said for skills. Let's say an other employee speaks Spanish and prefers to work on Wednesdays. If this isn't a problem then it would again feel unfair to that employee if his kudos decrease.

## 7 Conclusions

### 7.1 Possible schedules

How useful it can be to create categories and possible schedules is really dependent on what the requirements for a roster are. Nursing rosters, for example, have only a relatively small number of different shifts that don't change throughout the weeks. This means that finding all the possible schedules won't have to be redone every week, except for those employees who changed their preferences and/or contract.
However if planning a roster requires a lot of different shifts, this method is not ideal. The time needed to find all possible schedules roughly doubles with each shift added. If the categories don't change this doesn't have to be a problem as they don't have to be recalculated. The number of schedules that are found also increases rapidly. At 10 shifts there are almost 200.000 different schedules saved which seems to be multiplied by 1.5 to 2 for each shift added.
For this reason this solution isn't feasible when the planning requires more than 10 shifts to be considered each day.

### 7.2 Kudos

Before looking at the four different parts we will look at the employees without preferences. To keep everything fair for these employees their kudos should either increase or stay the same. A decrease in kudos would not make sense if an employee didn't get anything he really wanted.
However there was a test in which the kudos of an employee without preferences decreases. For this reason we shouldn't update the kudos of employees without preferences. An increase afterwards can still be added if deemed fair, if so we should keep in mind that after doing this the average changed so scaling has to be applied again too.

### 7.2.1 Creating $c_{s, e}$

(a) $v_{s}+k_{e}$
(b) $v_{s} \cdot k_{e}$
(c) $\frac{v_{s}}{2 s^{\prime}} \cdot k_{e}$
(d) $\left(\frac{v_{s}}{2 s^{\prime}}\right)^{2} \cdot k_{e}$
(e) $\sqrt{\frac{v_{s}}{2 s^{\prime}}} \cdot k_{e}$.

As seen before using (a) doesn't do the job. The reason for this is that we can rewrite max $\sum c_{s, e} x_{s, e}=$ $\max \sum v_{s} x_{s, e}+\sum k_{e} x_{s, e}$. Because $k_{e}$ is constant the maximum value found is independent of the kudos of the employees. Therefore the kudos will not be considered.
Method (b)-(e) give better results and all do consider the amount of kudos an employee has. For this reason we can conclude that we should multiply $v_{s}$ and $k_{e}$ in some way.
Other than that the methods gave the expected results. Comparing (b) to the others there is a difference in the contract hours. If a bad shift for a part time employee is considered equally bad as a bad shift for a full timer then (b) is the best way. But if this is considered worse the value should be divided by some factor depending on working time, which in our case was $2 s^{\prime}$. Another suggestion is the hours worked in that schedule.
Considering the latter three (c)-(e) the differences become visible when employees have several preferences. As expected using the linear (c) the first week was valued equally, but when the kudos weren't the same one employee was preferred because their slope is higher. Using the square (d) and square root (e) went as expected. When the value of a schedule was squared getting the first
bad shift is much worse then the next, which results in one employee getting the maximum and an other the maximum of what is left after that.
Using the square root of the value results in spreading the bad shifts over different employees. In my personal opinion this would be more fair, but both methods could be used depending on what you want to achieve.
Note that this isn't even close to everything that can be tested. For example combinations of the tested method can be used such as $v_{s}^{2} \cdot k_{e}$, using the square without considering shifts. Or higher powers or roots. These results do however give some handholds on what should be evaded or considered when trying to achieve a certain way to distribute preferred shifts over employees. Also keep in mind that (strictly) increasing functions should always be considered.

### 7.2.2 Recalculating kudos

(a) $k_{e}-v_{s}+s^{\prime}$
(c) $\left\{\begin{array}{lr}k_{e} \cdot \frac{s^{\prime}}{v_{s}} & v_{s} \geq s^{\prime} \\ k_{e} \cdot\left(-\frac{v_{s}}{s^{\prime}}+2\right) & v_{s}<s^{\prime} .\end{array}\right.$
(b) $k_{e} \cdot \frac{s^{\prime}}{v_{s}}$
(d) $k_{e} \cdot \frac{m_{s}}{v_{s}}$

When considering differences in value of part and full time employees a big difference in (a) and (b)-(d) was noticeable. Because the ratio between the values depends on the number of shifts $s^{\prime}$, and the amount of kudos added using (a) does not depend on this ratio, it may take an unexpected large amount of time to get to the given point where the full time employee finally is given the advantage. This doesn't immediately mean that (a) is bad and (b)-(d) are good. In fact from this we can conclude that it is important to note by how much you increase the kudos. Making the amount added larger could solve the problem found when using (a). This difference is illustrated best in 6.2.7.

Although (b) and (c) didn't seem to be very different, they even are partially the same, there is something interesting happening here. Looking at 6.2.7 again, a slight difference can be noticed. The reason for this can be explained by the amount of kudos added/removed in one week. Which method is better depends on the goals and what is deemed fair.
Finally there was a fourth method, (d), added to the tests. This method uses the potential maximum value considering the preferences instead of the theoretical maximum of $2 s^{\prime}$. This seems like the best way to go otherwise an optimal schedule might be of value $s^{\prime}$ and will be considered half as good as it should be. This will result in a larger increase for this employee compared to other employees, which may be considered unfair. An other method could be to add value to a schedule when not preferred shifts aren't assigned.

### 7.2.3 Scaling kudos

During the testing it was preferred to use a multiplicative way of scaling. However this wasn't necessarily because using an additive way was bad. As seen in 6.2.5 and 6.2.6 the combinations of updating and scaling is important. Using additive updating and multiplicative scaling doesn't go well together and the same goes for multiplicative updating and additive scaling.

### 7.2.4 Average kudos

A difference in average was tested only briefly. The idea behind using a higher or lower average was that shifts that are just as good as others are bad, might have some other ratio when using a lower or higher average. However no significant changes were noticed.
It is therefore recommended to keep the average at 50 . This way an employee won't get 0 or 100 kudos very fast at which point their kudos can't decrease or increase anymore. It also seems more natural to keep the average right between the minimum and maximum.

### 7.3 Model

Looking at the validity of the model we can be content. As can be verified in Appendices C. 1 and C.2, there is no over- or understaffing, so the rosters found are optimal. Also, all shifts with skills are assigned correctly and where possible the preferences are given correctly. When this wasn't possible we saw, by updating the kudos, that every employee is treated as equal as possible. We did not consider the speed of the model too much because this wasn't the focus for the thesis. For the examples tested speed wasn't an issue, but it should be tested more thoroughly if the model is used for a larger number of employees.

## 8 Future research

The way kudos are used throughout the thesis is just the start of what can be done. A lot of factors can be adjusted to achieve the goal that you would want to achieve. We can, for example, adjust the way a value $v_{s}$ is calculated or how $c_{s, e}$ can be determined depending on $v_{s}$ and $k_{e}$. In short we will give some suggestions that can be researched to improve the results.

One might not want to create all possible schedules for two related reasons: the time it takes and the number of schedules can be large. A workaround could be to make a small selection of schedules and, if certain schedules seem better than others, choose to make small adjustments to them to find the best schedules without having to save all the possible schedules.

The value $v_{s}$ now depends on the number of shifts and the number of preferences in a schedule. This can be adjusted so that certain preferences can be given a weight in the case that one preference is deemed more important than an other. This can be useful if the reason for a preference is known. Some adjustments can be made for the comparison between one good and bad shift and no preferences. We considered this as equal, but this can be adjusted to be worth more or less, depending on the goal.
An other change that can be researched is to increase the value when someone doesn't work a shift that they didn't prefer, instead of not decreasing the value, which currently is being done.
Many other factors can increase the value of a schedule apart from their preferences. For example the number of night shifts, the length between two shifts, the length of a weekend, the days on which the weekend occurs etc. All of these factors can be used to assign a value to a schedule. In some cases these might be personal, in which case they can be added when determining $c_{s, e}$ instead of with $v_{s}$.

For $c_{s, e}$ the options are endless. The results provide some indication on which method to use depending on what one may find important. Picking one of the options in the thesis gives a good starting point and adjustments can then be made. To make the results more extreme one could, for example, use $v_{s}^{3}$ instead of using the square. Or it can be made less extreme by using $v_{s}^{3 / 2}$.
Considering the examples above, one factor might be considered more important than others. Addressing these options with different factors can also be researched. E.g, the length of a weekend is important and will be squared, but the break between shifts is less important and will be contributing linearly.
Right now the kudos $k_{e}$ are always considered linear when determining $c_{s, e}$. It can be interesting to test what happens when using the square or square root of $k_{e}$ when calculating $c_{s, e}$.

Over- and understaffing is currently avoided completely. The cost $O$ can be changed to a lower number if giving preferences has a higher priority. The same goes for the value $Z_{g, g^{\prime}}$.
If an employee has multiple skills one can also add the possibility to prefer shifts that require a certain skill that an employee likes.
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## Appendices

## A Possible schedules results

The following letters indicate properties of the categories：（a）contract hours，（b）Thursday off，（c） holiday of Friday，（d）prefers Wednesday off and（e）prefers mornings off．Followed by the number of schedules depending on the number of shifts on a day．

| $$ | （1） | 0 | $0 . \begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | 0 |  | $0 \begin{aligned} & \infty \\ & 0 \\ & 0 \end{aligned}$ |  | $$ |  | $0$ | $0 \left\lvert\, \begin{gathered} \infty \\ 0 \\ 0 \\ 0 \end{gathered}\right.$ | $\begin{aligned} & N \\ & 0 \\ & \hline 0 \end{aligned}$ | $\begin{array}{\|l\|} \hline N \\ \hline \end{array}$ | $\left\lvert\, \begin{aligned} & \mathrm{N} \\ & \mathrm{O} \end{aligned}\right.$ | $\begin{aligned} & \text { N } \\ & \text { O } \\ & \hline \end{aligned}$ | $0$ | ${ }_{2}^{2}$ | $\begin{aligned} & \mathrm{N} \\ & \mathrm{C} \\ & \hline \end{aligned}$ | $0$ | $\begin{array}{\|c\|} \hline N \\ \underset{\sim}{0} \\ \hline \end{array}$ | $\begin{aligned} & \mathrm{N} \\ & 0 \\ & 0 \end{aligned}$ | $\mathrm{C}$ | $\begin{array}{l\|l\|} \hline 0 & N \\ 0 & \\ \hline \end{array}$ | $\otimes$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | $\bigcirc$ |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | ® |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | E |
|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  | © |
| N | N | N | N | N | $N$ | $\bigcirc$ | 0 | $\bigcirc$ | 0 | $\bigcirc$ | $\bigcirc$ | N | N | N | C | ¢ | ¢ | 㠂 | 合 | 古 | － | ¢ | $\checkmark$ | － |
| $\cdots$ | $\bigcirc$ | N | N | N | N | 4 | $\stackrel{\square}{6}$ | 㠂 | $\stackrel{C}{\circ}$ | $\stackrel{\circ}{\circ}$ | ch | － | － | $\stackrel{\square}{8}$ | $\stackrel{\sim}{\circ}$ | $\stackrel{\sim}{\infty}$ | $\stackrel{\sim}{\circ}$ | $\stackrel{\rightharpoonup}{\infty} \left\lvert\, \begin{gathered} \infty \\ \infty \\ \infty \end{gathered}\right.$ | $\stackrel{+}{\infty}$ | － | 成 | $0$ | $0$ | N |
| $\bigcirc$ | 8 | $\bigcirc$ | N | No | To | N | 合 | $\xrightarrow[0]{\mathrm{N}}$ | $0$ | $0$ | $0$ | $0 \left\lvert\, \begin{array}{ll} N \\ 0 \\ \infty \\ 0 \end{array}\right.$ | $\begin{array}{\|c\|} N \\ \infty \\ \infty \\ \hline \end{array}$ | $\left\lvert\, \begin{gathered} \infty \\ \infty \\ \infty \\ \hline \end{gathered}\right.$ | $\stackrel{c}{0}$ | 恣 | 恣 |  | $0$ | $\underset{0}{2}$ | ， |  | － | co |
| $\left.\begin{gathered} \mathrm{C} \\ \mathbf{N} \end{gathered} \right\rvert\,$ | 过 | $\left\lvert\, \begin{gathered} \text { r } \\ \text { 合 } \end{gathered}\right.$ | $\begin{aligned} & c \\ & 8 . \\ & 8 . \end{aligned}$ | Oid | 或 | $0$ | $\underset{\sim}{\underset{\sim}{\bullet}}$ |  | $0$ | $\stackrel{\rightharpoonup}{9}$ |  | bic | $\stackrel{\stackrel{\circ}{i}}{\substack{c}}$ | $\stackrel{\otimes}{\dot{c}}$ | 苞 | $0$ | $\stackrel{\rightharpoonup}{0}$ | $\stackrel{\rightharpoonup}{5} \mid \stackrel{\rightharpoonup}{\stackrel{\rightharpoonup}{9}}$ | $\stackrel{\rightharpoonup}{0}$ | $: \underset{\sim}{N}$ | $0$ | 花: | $0$ | $\stackrel{+}{+}$ |
| $\left\lvert\,\right.$ |  | $\stackrel{\rightharpoonup}{6}$ | $: \begin{aligned} & n \\ & 0 \\ & 0 \end{aligned}$ | $\stackrel{N}{\substack{0 \\ 0}}$ | $\left\{\begin{array}{l} 1 \\ \mathrm{~N}^{2} \end{array}\right.$ |  | $\stackrel{\substack { 0 \\ \begin{subarray}{c}{0 \\ 0 \\ 0{ 0 \\ \begin{subarray} { c } { 0 \\ 0 \\ 0 } } \\ {\hline} \\ {\hline}\end{subarray}}{ }$ | $0$ | $0$ | $\stackrel{c}{c}$ | $\stackrel{a}{9}$ | $\underset{\sim}{2}$ |  |  | Bo | $\left\lvert\,\right.$ |  |  | B | $\mathrm{C} \left\lvert\, \begin{gathered} \mathrm{N} \\ \hline 0 \\ \hline \end{gathered}\right.$ | Cos |  |  | or |
| $\left\|\begin{array}{c} 0 \\ 0 \\ \infty \\ -1 \end{array}\right\|$ | $0$ |  | $\begin{gathered} 3 \\ 5 \\ 5 \end{gathered}$ | $\begin{aligned} & 4 \\ & \vdots \\ & 0 \end{aligned}$ | C |  | By | $\begin{gathered} 4 \\ 0 \\ 0 \\ 0 \\ 0 \end{gathered}$ | $\begin{aligned} & i \\ & \stackrel{\rightharpoonup}{8} \\ & \dot{8}, \end{aligned}$ |  | $\stackrel{N}{2}$ | $\stackrel{\rightharpoonup}{t}$ | $\stackrel{\rightharpoonup}{0}$ |  | $\left\lvert\, \begin{gathered} 0 \\ 0 \\ 0 \\ 0 \\ \infty \end{gathered}\right.$ | $\begin{gathered} \infty \\ \infty \\ \infty \\ \infty \end{gathered}$ | $\begin{array}{l\|l\|l\|} \hline \\ 0 \\ 0 \\ \hline 0 \\ \infty \\ \hline \end{array}$ |  | Sic |  | $8$ | $8: \stackrel{9}{9}$ | $\begin{array}{l\|c} 80 \\ 0 & 0 \\ 0 \\ \hline \end{array}$ | Q |
| $\left\|\begin{array}{c} \vec{y} \\ 0 \\ 0 \end{array}\right\|$ | An | B | $\begin{array}{lll} \infty \\ \\ \\ 0 \\ 0 \end{array}$ | $\left\|\begin{array}{c} 0 \\ 0 \\ 0 \\ \infty \end{array}\right\|$ | $$ |  |  |  | $0$ |  | $\begin{gathered} n \\ \infty \\ \infty \\ \infty \\ \infty \end{gathered}$ | $\begin{array}{\|c} \substack{0 \\ \hline 0 \\ \hline \\ \hline} \end{array}$ | OM | $\stackrel{\underset{\sim}{0}}{\substack{0 \\ \hline}}$ | $\xrightarrow[\substack { \mathrm{c} \\ \begin{subarray}{c}{\mathrm{c}{ \mathrm { c } \\ \begin{subarray} { c } { \mathrm { c } } } \\ {\hline}\end{subarray}]{ }$ | $\mathbf{N}$ | $\begin{gathered} 9 \\ 0 \\ 0 \\ 0 \end{gathered}$ | $\begin{array}{l\|l\|} \hline 9 & 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{array}$ | $\begin{array}{l\|l} 0 \\ \hline \end{array}$ | $\begin{array}{ll} \mathfrak{g} \\ \stackrel{y y}{c} \\ \hline 8 \\ \hline \end{array}$ | H\|cce |  | 晏 | $\checkmark$ |
| $\left\lvert\, \begin{gathered} N \\ \substack{N \\ \hline \\ \hline} \end{gathered}\right.$ |  | $\begin{aligned} & 5 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & i \end{aligned}$ | $\begin{aligned} & 5 \\ & \hline 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ |  | $\begin{aligned} & 5 \\ & \vdots \\ & \vdots \end{aligned}$ |  |  | $\begin{array}{c\|c\|c} 0 \\ & 0 \\ 0 & 0 \\ 0 & 0 \\ \hline \end{array}$ | $\begin{aligned} & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $\begin{array}{\|c} \underset{y}{c} \\ 0 \\ 0 \\ 0 \end{array}$ | $\begin{aligned} & 9 \\ & 0 \\ & 0 \\ & 0 \end{aligned}$ | $5$ | $\stackrel{t}{t} \stackrel{t}{\stackrel{\rightharpoonup}{*}}$ | $\stackrel{\rightharpoonup}{\ddot{\infty}}$ | $$ | $0\|c\| c\|c\| c$ | $$ | $\left\|\begin{array}{c} 2 \\ 0 \\ 0 \\ 0 \end{array}\right\|$ |  | $\stackrel{c}{0}$ |  | $\stackrel{\stackrel{\rightharpoonup}{\circ}}{\stackrel{\rightharpoonup}{\circ}}$ |  | $\infty$ |
|  |  | $\stackrel{\rightharpoonup}{2}$ |  |  | $\begin{aligned} & \stackrel{\rightharpoonup}{\infty} \\ & \underset{\infty}{\circ} \\ & \dot{\infty} \end{aligned}$ | $\underset{\substack{\infty \\ \underset{\sim}{\infty} \\ \underset{\sim}{\infty} \\ \hline}}{ }$ | $\begin{gathered} d_{1}^{4} \\ \substack{0 \\ \hline} \end{gathered}$ |  |  |  | $\begin{array}{ll} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ \hline \end{array}$ | $\begin{array}{\|l\|} \hline \mathrm{C} \\ \hline \mathrm{O} \\ \hline \end{array}$ | $\begin{aligned} & \dot{9} \\ & \dot{\circ} \\ & \stackrel{y}{2} \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \underset{\sim}{H} \\ & \hline \end{aligned}$ |  |  | $\begin{aligned} & \text { No } \\ & \substack{0 \\ 0} \end{aligned}$ |  | $\stackrel{\rightharpoonup}{0}$ |  | $\stackrel{0}{0}$ |  |  | $\bullet$ |
| $\left\|\begin{array}{c} 0 \\ 0.0 \\ 0 \\ 0 \\ 0 \end{array}\right\|$ |  |  | nic | in |  |  | $\begin{aligned} & \stackrel{\rightharpoonup}{\infty} \\ & \stackrel{\infty}{\circ} \end{aligned}$ | 0 $e_{0}^{0}$ 0 $\bullet$ |  |  |  | $\stackrel{\infty}{\underset{\sigma}{\infty}}$ | $\underset{\sim}{\substack{0}} \underset{\sim}{c}$ |  | $\stackrel{\stackrel{\rightharpoonup}{\circ}}{\stackrel{8}{8}}$ |  | ご |  | $\left\|\begin{array}{c} \stackrel{\rightharpoonup}{2} \\ \stackrel{2}{0} \\ \stackrel{0}{0} \end{array}\right\|$ |  |  |  | $\begin{array}{c\|c\|c} 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ 0 & \infty \\ 0 & 0 \end{array}$ | － |

## B Kudos results

## B. 1 Prefer to have a day off on the same day







## B. 2 Prefer the same day off revisited




Additive scaling 3(a)



## B. 3 Conflict with three employees




Additive scaling 3(a)



## Average kudos:




## B. 4 Behaviour with different contract hours





## C Model results

## C. 1 Test with 16 employees

No skills or preferences and the required shifts number of employees are as shown.

| Time | Day | Monday | Tuesday | Wednesday | Thursday | Friday | Saturday |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sunday |  |  |  |  |  |  |  |
| $6: 00-14: 00$ | 5 | 6 | 6 | 5 | 5 | 3 | 2 |
| $14: 00-22: 00$ | 4 | 5 | 5 | 4 | 4 | 3 | 3 |


|  | Monday |  | Tuesday |  | Wednesday |  | Thursday |  | Friday |  | Saturday |  | Sunday |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\bigcirc$ | $\begin{aligned} & \mathrm{O} \\ & \underset{\sim}{\mathrm{G}} \end{aligned}$ | $$ | $\begin{aligned} & \stackrel{O}{\dot{H}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{8}{\dot{\theta}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{8}{\dot{H}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{8}{\dot{\theta}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \underset{子}{\mathrm{H}} \\ & \hline \end{aligned}$ | $\begin{aligned} & 8 \\ & \hline \dot{\theta} \end{aligned}$ | $\begin{aligned} & \stackrel{\mathrm{O}}{\mathrm{G}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \underset{\theta}{\circ} \end{aligned}$ | $\begin{aligned} & \text { O} \\ & \underset{\sim}{\dot{H}} \end{aligned}$ | $\begin{aligned} & \stackrel{8}{\dot{\theta}} \end{aligned}$ | $\xrightarrow{\text { ¢ }}$ |
| Al Baird |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Deb Smith |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Isaac Haynes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Jess Lester |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Leslie Woods |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lorn Olson |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lorraine Jennings |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Meredith Miles |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Naomi Walls |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Nicole Holmes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Oliver Curtis |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Rachel Gold |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Richard Stone |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Ricky Rookie |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Rita Sanders |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Rob Lewis |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

For the second roster skills are involved. Every first shift of the day requires one employee with the skill Chinese and the second shift requires English. The following employees have these skills.

| English | Chinese |
| :--- | :--- |
| Isaac Haynes | Jess Lester |
| Meredith Miles |  |
| Rita Sanders | Rachel Gold |
|  | Rob Lewis |


|  | Monday |  | Tuesday |  | Wednesday |  | Thursday |  | Friday |  | Saturday |  | Sunday |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{aligned} & \hline \dot{O} \\ & \hline \end{aligned}$ | $\stackrel{\text { O}}{\stackrel{+}{\square}}$ | $\begin{aligned} & \dot{\circ} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{8}{\dot{+}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{Q} \\ & \hline \dot{0} \end{aligned}$ | $\begin{aligned} & \underset{\sim}{\mathrm{O}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{\ominus}{\dot{\theta}} \\ & \hline \end{aligned}$ | $\begin{aligned} & \mathrm{O} \\ & \dot{\mathrm{f}} \end{aligned}$ | $\begin{aligned} & \stackrel{8}{\dot{\theta}} \end{aligned}$ | $\xrightarrow{\text { ¢ }}$ | $\begin{aligned} & \stackrel{8}{\dot{\theta}} \end{aligned}$ | $\xrightarrow{\text { ¢ }}$ | $\bigcirc$ | $\xrightarrow{\text { O}}$ |
| Al Baird |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Deb Smith |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Isaac Haynes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Jess Lester |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Leslie Woods |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lorn Olson |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lorraine Jennings |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Meredith Miles |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Naomi Walls |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Nicole Holmes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Oliver Curtis |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Rachel Gold |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Richard Stone |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Ricky Rookie |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Rita Sanders |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Rob Lewis |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

The third part contains restrictions and preferences. These are:
Days off: Richard Stone and Ricky Rookie on Wednesday, Nicole Holmes and Rita Sanders on Friday, Oliver Curtis on Saturday and Sunday.
Preferred days off: Rachel Gold and Richard Stone on Tuesday.
Preferred working part of day: Al Baird and Leslie Woods in the morning, Lorraine Jennings and Meredith Miles in the evening.
The roster found is given below.

|  | Monday |  | Tuesday |  | Wednesday |  | Thursday |  | Friday |  | Saturday |  | Sunday |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\stackrel{8}{\circ}$ | $$ | $\begin{aligned} & 8 \\ & \hline 0 \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{\mathrm{O}}{\dot{q}} \end{aligned}$ | $\stackrel{\ominus}{\dot{\theta}}$ | $\begin{aligned} & \underset{\sim}{\mathrm{G}} \\ & \hline \end{aligned}$ | $\begin{aligned} & 8 \\ & \hline 6 \\ & \hline \end{aligned}$ | $\begin{aligned} & \stackrel{8}{\dot{q}} \\ & \hline \end{aligned}$ | $\begin{aligned} & 8 \\ & \hline 6 \end{aligned}$ | $\xrightarrow{\text { O}}$ | ¢ | $\stackrel{\stackrel{O}{\dot{G}}}{\substack{4 \\ \hline}}$ | $\stackrel{\ominus}{\dot{\theta}}$ | $\stackrel{\mathrm{O}}{\stackrel{+}{+}}$ |
| Al Baird |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Deb Smith |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Isaac Haynes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Jess Lester |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Leslie Woods |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lorn Olson |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Lorraine Jennings |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Meredith Miles |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Naomi Walls |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Nicole Holmes |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Oliver Curtis |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Rachel Gold |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Richard Stone |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Ricky Rookie |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Rita Sanders |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| Rob Lewis |  |  |  |  |  |  |  |  |  |  |  |  |  |  |

C. 2 Test with 48 employees


