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Introduction

This thesis is about mathematical techniques one uses in the context of quantum mechanics.
We will discuss the theory of C∗-algebras and von Neumann algebras. These two special
cases of algebras can in general be viewed as non-commutative function spaces and non-
commutative measure spaces, respectively. C∗-algebras were first considered in quantum
mechanics to build a model of physical observables. In particular, one can describe a physi-
cal system using a C∗-algebra. The self-adjoint elements of this C∗-algebra play the role of
observables. The states on it describe the expected value of an observable. First, one defined
C∗-algebras as a special kind of set consisting of linear bounded operators on a Hilbert space.
In the 1930s, John von Neumann (1903 − 1957) and Francis J. Murray (1911 − 1996) wrote
a series of papers on rings of operators. In particular, they described a special class of C∗-
algebras, later called von Neumann algebras. In 1943, Israel M. Gelfand (1913 − 2009) and
Mark A. Naimark (1909 − 1978) come up with an abstract definition of C∗-algebras, which
does not use the notion of a Hilbert space.

The theory we develop in chapter 1 and 2 is mostly covered in courses on operator alge-
bras, therefore most of the information can be found in a book like [13]. Another part of the
theory we will develop is the theory of unbounded operators (chapter 3). Special examples
one sees in quantum mechanics are the position and the momentum operator. The theory of
unbounded operators arosed between the 1920s and 1930s. In particular, von Neumann and
Marshall H. Stone (1903− 1989) developed this theory.

The research project of this thesis is placed in chapter 4. One knows from courses on func-
tional analysis that there is a spectral theory for (possibly unbounded) self-adjoint operators
on a Hilbert space. The main idea is to use projection-valued measures and the Cayley trans-
form. In this thesis we want to introduce another approach to the spectral theorem, namely
the so-called "bounded transform". We recall that the Cayley transform gives a bijective
corresepondence between unitary and self-adjoint operators. The bounded transform gives
in general a bijective correspondence between closed operators and pure contractions. We
will only consider the case of self-adjoint operators. The main research results for this topic
are Theorem 4.2 and Theorem 4.3. Another approach to a continuous functional calculus
via the bounded transform is given by Theorem 4.4. At the end we will connect unbounded
operators to von Neumann algebras by the method of affiliated von Neumann algebras. The
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main research results here are Theorem 4.8, Theorem 4.9 and Theorem 4.10. Moreover we
will discuss the joint spectrum for unbounded self-adjoint operators (Theorem 4.14).

To follow this thesis we assume the reader have basis knowledge of functional analysis and
operator algebras. Thus, one should know the notion of Banach algebras and properties of
these. Moreover, bounded operators on a Hilbert space are also assumed to be well under-
stood. Those who are unfamiliar with this part of theory we advise to consult the appendix
of this thesis. Here we give the most important definitions and theorems (without proofs),
which we will use during the text.

Special thank goes to Klaas Landsman, who was the supervisor of this master thesis. He
gave me the possibility to learn more and to discuss the results. I also thank my family,
which supported me during the time of writing.

Christian Budde
16.06.2015
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1. C∗-algebras

In this chapter we cover the most important properties of C∗-algebras in so far as they
are necessary for our subsequent topic of von Neumann algebras and their connection with
unbounded self-adjoint operators. We discuss the characterization of abelian C∗-algebras as
function spaces, representations of C∗-algebras, and the realization of C∗-algebras as algebras
of bounded operators given by the so-called GNS-construction. Basic references are [13] and
[17].

1.1. Basic properties of C∗-algebras

We begin with the definition of a C∗-algebra:

Definition 1.1. A C∗-algebra A is a Banach ∗-algebra with the following norm property:
‖a∗a‖ = ‖a‖2, for each a ∈ A.

The last property is sometimes called the C∗-condition. Note that we do not require A to
have a unit. If A has a unit, we call A a unital C∗-algebra. We note that we can always adjoin
a unit to A. This means that there always exists a (minimal) unitization Ã of a C∗-algebra
A, namely Ã = A ⊕ C with algebraic operation given by (a, λ) · (b, µ) = (ab + λb + µa, λµ).
The unit of Ã is (0, 1). The following theorem, which is given without proof, guarantees that
Ã really becomes a C∗-algebra.

Theorem 1.1. If A is a C∗-algebra, then there exists a unique norm on its unitization Ã

extending the norm of A, and making Ã a C∗-algebra.

For B ⊆ A define B∗ := {b∗ : b ∈ B}. We say B is a self-adjoint subset if B∗ = B, in other
words if B ⊆ A is a self-adjoint subalgebra, then B is a ∗-subalgebra. If, furthermore, B is
norm-closed, B is called a C∗-subalgebra of A.

Definition 1.2. A map ϕ : A → B between two C∗-algebras is called a ∗-homomorphism
if it is linear and satisfies: ϕ(aa′) = ϕ(a)ϕ(a′) and ϕ(a∗) = ϕ(a)∗, for each a, a′ ∈ A. If ϕ is
bijective, ϕ is called a ∗-isomorphism.

Well-known C∗-algebras are the complex numbers C, the space C0(X) consisting of con-
tinuous functions on a locally compact Hausdorff space X that vanish at infinity, and the
space L∞(Ω,Σ, µ), where (Ω,Σ, µ) is a measure space. Since we have an involution we can
characterize some special properties of elements of a C∗-algebra. An element a ∈ A is called:
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1. C∗-algebras

• self-adjoint if a = a∗

• normal if a∗a = aa∗

• a projection if a = a2 = a∗

• unitary if a∗a = 1 = aa∗

We will now introduce some basic properties of C∗-algebras. The first theorem gives us a
connection between the spectral radius and the norm of a self-adjoint element. Let A be a
C∗-algebra and let a ∈ A be self-adjoint. We know that in general the spectral radius r(a)
satisfies: r(a) ≤ ‖a‖ (see [17],[13]). The following theorem yields equality.

Theorem 1.2. Let a ∈ A be a self-adjoint element of a C∗-algebra A. Then r(a) = ‖a‖.

Proof. The equality follows from the C∗-condition. If a ∈ A is self-adjoint, then ‖a‖2 =
‖a∗a‖ =

∥∥a2∥∥. By induction we get
∥∥a2n∥∥ = ‖a‖2

n

for each n ∈ N. Now we can apply the
spectral radius formula (see [17]) to conclude: r(a) = limn→∞ ‖an‖

1
n = limn→∞

∥∥a2n∥∥ 1
2n =

limn→∞
(
‖a‖2

n
) 1

2n = limn→∞ ‖a‖ = ‖a‖. This gives us equality.

This theorem has the following interpretation: the norm in a C∗-algebra A is uniquely
determined by the algebraic structure of A (which determines the spectrum σ(a) for a ∈ A),
in that ‖a‖ =

√
r(a∗a) for general a ∈ A.

If we talk about ∗-homomorphisms between C∗-algebras we naturally have continuity in mind.
Actually, continuity is automatic by the following lemma.

Lemma 1.1. A ∗-homomorphism ϕ : A → B between two C∗-algebras A and B is norm-
decreasing, i.e ‖ϕ(a)‖ ≤ ‖a‖ for each a ∈ A. In particular, ϕ is bounded with ‖ϕ‖ ≤ 1.

Proof. We may assume that A and B are both unital, since we can always make A and B

unital by Theorem 1.1 and extend ϕ. Now let a ∈ A be arbitrary, then σ(ϕ(a)) ⊂ σ(a) almost
by definition of the spectrum, hence

‖ϕ(a)‖2 = ‖ϕ(a∗a)‖ = r(ϕ(a∗a)) ≤ r(a∗a) = ‖a∗a‖ = ‖a‖2

Thus, ‖ϕ(a)‖ ≤ ‖a‖ for each a ∈ A and in particular ‖ϕ‖ ≤ 1.

1.2. Commutative C∗-algebras

The Gelfand transform is a construction which already works for commutative Banach alge-
bras. Thus, let A be a commutative Banach algebra (we do not assume that A is unital). A
subset J ⊆ A is called an ideal if J is a linear subspace of A and if x ∈ A, y ∈ J , then xy ∈ J
and yx ∈ J . Such an ideal is called proper if J 6= A and J 6= {0}. It is called maximal if it
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1.2. Commutative C∗-algebras

is proper and is not contained in another proper ideal. An example of an ideal is the kernel
of a map ϕ : A → B between two commutative Banach algebras (in particular, the kernel is
a closed ideal). The following lemma ([17]) gives us some information about maximal ideals.

Lemma 1.2. Let A be a commutative Banach algebra. Then:

1. If A contains a unit, every proper ideal of A is contained in a maximal ideal of A.

2. No proper ideal of A contains an invertible element of A.

3. Every maximal ideal of A is closed.

If we have a closed proper ideal J of A, we can look at the canonical quotient map π : A→
A/J and note that A/J is also a Banach algebra. This is the last ingredient we need to prove
the following theorem ([17]):

Theorem 1.3. Let A be an unital commutative Banach algebra and let Ω(A) be the space of
all non-zero homomorphisms τ : A→ C (also called characters of A). Then:

1. Every maximal ideal of A is the kernel of some τ ∈ Ω(A).

2. If τ ∈ Ω(A), the kernel of τ is a maximal ideal.

3. An element x ∈ A is invertible in A ⇐⇒ τ(x) 6= 0 for every τ ∈ Ω(A).

4. An element x ∈ A is invertible in A ⇐⇒ x lies in no proper ideal of A.

5. λ ∈ σ(x)⇐⇒ τ(x) = λ for some τ ∈ Ω(A).

Proof. 1. We use Lemma 1.2 to prove the first statement. Thus, suppose that J is a
maximal ideal of A. By the previous lemma we conclude that J is closed and hence
A/J is a Banach algebra, as stated before the theorem. Now let x ∈ A and x /∈ J

be arbitrary, which can be done since J is maximal and therefore proper. Define I :=
{ax+ y : a ∈ A, y ∈ J}. Then I is an ideal of A, since I is clearly a vector subspace of
A and b · (ax + y) = bax + by for each b ∈ A. Moreover by ∈ J since J was assumed
to be an ideal, thus the product lies in I, hence I is an ideal. By construction we have
J ⊂ I and I 6= J since x ∈ I and x /∈ J . Maximality implies that I = A. We assumed
that A is unital, thus we can find a ∈ A and y ∈ J such that ax+ y = e. Now we can
use the quotient map π : A → A/J to conclude that π(a)π(x) = e. Therefore π(x) is
invertible, and hence every non-zero element of A/J is invertible since x was arbitrary.
Therefore, we can apply the Gelfand-Mazur Theorem (see [13],[17]) to conclude that
A/J ∼= C as Banach algebras. In particular we have an isomorphism ϕ : A/J → C.
Now define τ := ϕ ◦ π : A→ C. Then τ ∈ Ω(A) and Ker(τ) = J .

2. To prove the second statement have a look at τ−1(0) = {x ∈ A : τ(x) = 0}. This is a
maximal ideal, since it has codimension 1.
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1. C∗-algebras

3. Suppose that x ∈ A is invertible and let τ ∈ Ω(A). Then τ(x)τ(x−1) = τ(xx−1) =
τ(e) = 1, hence τ(x) 6= 0. If we assume that x ∈ A is not invertible, then e /∈
{ax : a ∈ A}. Therefore, it is a proper ideal and by Lemma 1.2 it is contained in a
maximal ideal M . Now we can use part (1) of the theorem to conclude that there exists
τ ∈ Ω(A) such that M = Ker(τ).

4. Again by Lemma 1.2, we know that no invertible element lies in a proper ideal. The
converse is already given in the proof of part 3.

5. If λ ∈ σ(x), then x − λe is not invertible, so by part 3. there exists τ ∈ Ω(A) such
that τ(x − λe) = 0, from which we conclude τ(x) = λ. The converse also follows by
application of part 3. of this theorem.

This theorem gives us a bijective correspondence between maximal ideals of A and char-
acters of A. In particular, we see that Ω(A) 6= ∅ since we assumed that A is unital and
therefore admits at least one maximal ideal. But there is more structure on Ω(A), namely a
topological one. To see this, recall the definition of the spectrum. Let A be a Banach algebra
and a ∈ A. The spectrum of a, which is denoted by σ(a), is the set of λ ∈ C such that a−λ1
is invertible. If A is non-unital we set σ(a) = σÃ(a), hence it is the set of all λ ∈ C such that
a − λ1 is invertible with respect to the unitization Ã of A. The following proposition gives
the connection between the character space Ω(A) and the spectrum ([13]).

Proposition 1.1. Let A be a commutative Banach algebra and a ∈ A. If A is unital, then
σ(a) = {τ(a) : τ ∈ Ω(A)}. If A is non-unital, then σ(a) = {τ(a) : τ ∈ Ω(A)} ∪ {0}.

The following theorem describes the topological structure of Ω(A) if one endows Ω(A) with
the relative weak∗-topolopgy (see [13]).

Theorem 1.4. Suppose that A is an abelian Banach algebra. Take the weak∗-topology for
Ω(A). Then Ω(A) is a locally compact Hausdorff space. If A is unital, then Ω(A) is compact.

Proof. During the proof let A∗ be the set of all continuous linear functionals on A. Then
notice that Ω(A) ⊂ A∗ by Lemma 1.1. Then observe that Ω(A) ∪ {0} is weak∗-closed in the
closed unit ball K of A∗ (notice that the union with {0} is not necessary if A is unital). We
know by the Banach-Alaoglu Theorem that the closed unit ball of A∗ is weak∗-compact. Thus
since Ω(A) ∪ {0} is weak∗-closed we may conclude that this set is also compact, hence Ω(A)
is locally compact. If A is unital, then Ω(A) itself is weak∗-closed in the closed unit ball of
A∗ and therefore compact.

We are almost ready now to formulate the Gelfand Representation Theorem for commu-
tative Banach algebras. But first we have to make some observations. If A is not unital it
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1.2. Commutative C∗-algebras

may be the case that Ω(A) is empty (consider A = {0}). Assuming that A has non-empty
character space Ω(A), for each a ∈ A we define a map â : Ω(A)→ C by

â(τ) = τ(a)

By definintion of the weak∗-topology each â is a continuous map and â ∈ C0(Ω(A)) ([13]). In
particular, the space C0(Ω(A)) is a commutative C∗-algebra under the pointwise operations
and the sup-norm ‖·‖∞. Now we state the Gelfand Representation Theorem.

Theorem 1.5. Suppose that A is a commutative Banach algebra such that Ω(A) 6= ∅. Then
the map ϕ : A→ C0(Ω(A)) given by ϕ(a) = â is a norm-decreasing homomorphism satisfying
r(a) = ‖â‖∞ (where r is the spectral radius). The map ϕ is called the Gelfand transform.

Proof. The fact that this map is a homomorphism is left to the reader. It follows from
Theorem 1.3 that for a ∈ A the spectrum is given by σ(a) = {τ(a) : τ ∈ Ω(A)} if A is unital,
and by σ(a) = {τ(a) : τ ∈ Ω(A)}∪{0} if A is not unital (see [13]). Therefore, we may conclude
by definition of the spectral radius that r(a) = ‖â‖∞, whence ϕ is norm-decreasing.

The theory we have so far holds for commutative Banach algebras and therefore also for
commutative C∗-algebras. There is a refinement of Theorem 1.5 which holds only for com-
mutative C∗-algebras and gives a characterization of these.

Theorem 1.6. If A is a non-zero commutative C∗-algebra, then the map ϕ : A→ C0(Ω(A))
defined by ϕ(a) = â is an isometric isomorphism.

Proof. We already know by the previous theorem that ϕ is norm-decreasing. Now let τ ∈
Ω(A). Then ϕ(a∗)(τ) = τ(a∗) = τ(a) = ϕ(a)∗(τ) (see Proposition 1.3), hence ϕ is a ∗-
homomorphism. Furthermore, by Theorem 1.2, we have:

‖ϕ(a)‖2 = ‖ϕ(a)∗ϕ(a)‖ = ‖ϕ(a∗a)‖ = r(a∗a) = ‖a∗a‖ = ‖a‖2

hence ϕ is isometric. Now we can conclude by the Stone-Weierstrass Theorem that ϕ(A) =
C0(Ω(A)), since ϕ(A) is a closed ∗-subalgebra of C0(Ω(A)) that separates points of Ω(A);
indeed, since τ is non-zero, for each τ ∈ Ω(A) there is an a ∈ A such that ϕ(a)(τ) 6= 0.

This theorem tells us that every commutative C∗-algebra can be realized as the space of
continuous functions on some locally compact Hausdorff space that vanish at infinity. In
general this cannot be expected for commutative Banach algebras. Note that we omit the
assumption that Ω(A) 6= ∅, since this is automatic in a non-zero C∗-algebra (see [13]). Now
we will give a definition which will be important later.
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1. C∗-algebras

Definition 1.3. Let A be a C∗-algebra and S ⊆ A some subset. Then the C∗-algebra gener-
ated by the set S, denoted by C∗(S), is the smallest C∗-subalgebra of A containing S. If A is
unital and a ∈ A normal, then C∗(a) is generated by the unit and a ∈ A (in particular C∗(a)
is commutative).

Notice that C∗(S) exists as the intersection of all C∗-subalgebras containing the set S.

1.3. Positivity

1.3.1. Positive elements

Considering the C∗-algebra C0(X) for some locally compact Hausdorff space X we say, for
f, g ∈ C0(X), that f ≤ g if and only if f and g both are real-valued and f(x) ≤ g(x) for
all x ∈ X. We call f ∈ C0(X) positive if and only if f ≥ 0. Since we have the Gelfand
transform, we know that we can define positivity for commutative C∗-algebras, but we also
want to generalize this to arbitrary C∗-algebras.

Definition 1.4. Let A be a C∗-algebra. Then a ∈ A is called positive if σ(a) ⊂ R+ and
a = a∗.

Returning to the example of C0(X), self-adjointness of a ∈ A is the same as being real-
valued. The condition that σ(a) ⊆ R+ comes from the fact that for f ∈ C0(X) we have:
σ(f) = f(X) ⊆ R+. This motivates the definition of positivity in an arbitrary C∗-algebra.
The set of all positive elements in a C∗-algebra A is denoted by A+.
Let us stick to the example of the C∗-algebra C0(X). If f ∈ C0(X) is real-valued and positive
one can define g(x) :=

√
f(x), so that g ∈ C0(X) and g ≥ 0. In other words: we can take

the square root of the positive elements of C0(X), and therefore, by the Gelfand transform,
of positive elements of commutative C∗-algebras. But the existence of square roots can be
generalized.

Theorem 1.7. Let A be a C∗-algebra and a ∈ A be positive. Then there exists a unique
positive element b ∈ A such that a = b2. Furthermore b =

√
a lies in the abelian C∗-subalgebra

of A generated by a.

Proof. The existence of this element b ∈ A is not difficult, since we have the Gelfand transform.
Indeed, since a ∈ A is positive it is by definition self-adjoint and therefore the C∗-algebra
C∗(a) generated by a ∈ A, is commutative. Hence it is isometrically ∗-isomorphic to C0(X),
for some locally compact Hausdorff space X. But we can apply the facts about C0(X) we
saw above and transform back to C∗(a). We have to prove uniqueness of b =

√
a: assume

that there is also another element c ∈ A such that c ∈ A+ and c2 = a, and c commutes
with a. If this is the case, c has also to commute with b, since b is the limit of a sequence of
polynomials in a (for this argument we use the fact that

√
a can be defined by polynomials
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1.3. Positivity

via the continuous functional calculus). Now let B := C∗(b, c), then by the observations
before, B is a commutative C∗-algebra, and therefore we have an isometric ∗-isomorphism
ϕ : B → C0(Y ) (with Y a locally compact Hausdorff space) by the Gelfand transform. Hence
ϕ(b) and ϕ(c) are both positive square roots of ϕ(a) (in C0(Y )). This means that ϕ(b) = ϕ(c)
and hence b = c, so that the square root is unique.

This proof was based on the Gelfand transform. One can also prove this by the methods
of symbolic calculus from Functional Analysis as shown in [4],[10] and [17].
Remember, if f ∈ C0(X), then we can look at |f |, the absolute value of f . In particular,
one has |f | =

√
f2. Let a ∈ A be self-adjoint, then a2 is positive by applying the spectral

mapping theorem, hence
√
a2 is well-defined. This leads to the following definition.

Definition 1.5. Let A be a C∗-algebra and suppose a ∈ A is self-adjoint. Define the absolute
value of a by |a| =

√
a2. Moreover, define a+ = 1

2(|a|+ a) and a− = 1
2(|a| − a).

By Gelfand’s Theorem one obtains that |a|,a+ and a− are all positive and that the following
relations hold: a+a− = 0 and a = a+ − a−.

Proposition 1.2. Let A be a C∗-algebra and a ∈ A self-adjoint. Then a = a+ − a− for
unique a+, a− ∈ A+ with a+a− = 0.

Let us return to the commutative C∗-algebra C0(X). We then can express positivity in
terms of the norm: f ≥ 0 if and only if ‖f − t‖ ≤ t for at least one t ∈ R+ with ‖f‖ ≤ t. This,
together with the Gelfand transform, can be used to derive the following other characterization
of positivity in an arbitrary C∗-algebra ([4],[13]).

Lemma 1.3. Let A be a C∗-algebra with unit. A self-adjoint element a ∈ A is positive if
‖a− t‖ ≤ t for at least one t ∈ R+, with ‖a‖ ≤ t. Conversely: if ‖a‖ ≤ t and a ≥ 0, then
‖a− t‖ ≤ t.

From this characterization of positivity we can derive other helpful properties. The first
one follows from the previous lemma: A+ is a closed set in A. But this is not all. We want
to show that A+ is closed under addition.

Lemma 1.4. The sum of two positive elements in a C∗-algebra is positive.

Proof. Let A be a C∗-algebra and a, b ∈ A+. Since we can unitize every C∗-algebra we may
assume that A is unital. Now we can apply Theorem 1.8. Since a ≥ 0 and b ≥ 0, we get
‖a− ‖a‖‖ ≤ ‖a‖ and ‖b− ‖b‖‖ ≤ ‖b‖. Therefore, we can make the following estimate:

‖a+ b− ‖a‖ − ‖b‖‖ ≤ ‖a− ‖a‖‖+ ‖b− ‖b‖‖ ≤ ‖a‖+ ‖b‖

which shows, by the same theorem, that a+ b ≥ 0.
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1. C∗-algebras

The goal of the next discussion is to show that A+ = {a∗a : a ∈ A}. Theorem 1.7 gives
A+ ⊆ {a∗a : a ∈ A}. But to show equality we have to show that a∗a ∈ A+, for an arbitrary
element a ∈ A. This is stated in the following lemma.

Lemma 1.5. Let A be a C∗-algebra. Then a∗a ≥ 0 for each a ∈ A.

Proof. First we want to show that a = 0 if −a∗a ∈ A+. To that effect, we use the fact that
σ(ab)\{0} = σ(ba)\{0} for all a, b ∈ A. In particular, we obtain σ(−aa∗)\{0} = σ(−a∗a)\{0},
hence −aa∗ ≥ 0 since −a∗a ≥ 0 by assumption. Now decompose a ∈ A by a = b+ ic for some
b, c ∈ A which are self-adjoint elements. In particular, b := 1

2(a + a∗) and c := 1
2i(a − a

∗).
Then we find a∗a+aa∗ = 2b2 +2c2 ≥ 0, hence a∗a = 2b2 +2c2−aa∗, and therefore a∗a ∈ A+.
Thus σ(a∗a) = R+ ∩ −R = {0}, thus ‖a‖2 = ‖a∗a‖ = r(a) = 0 by the C∗-condition and
Theorem 1.2. Since ‖·‖ is a norm, we obtain a = 0.
Now let a ∈ A be arbitrary. Define b := a∗a, so that b is self-adjoint, whence b = b+ − b−.
Moreover, let c := ab−, then

−c∗c = −b−a∗ab− = −b−(b+ − b−)b− = (b−)3 ∈ A+

Thus we may conclude that c = 0, since we have already proven this. But then b− = 0 and
hence, b+ = a∗a ∈ A+, which completes the proof.

Theorem 1.8. Let A be a C∗-algebra. Then A+ = {a∗a : a ∈ A}.

Proof. We have to prove two inclusions:
⊆: Let a ∈ A+ be arbitrary, then we know by Theorem 1.7, that there exists b ∈ A+ such
that b2 = a. But since b is also self-adjoint we may say a = b2 = bb = b∗b. This proves the
first inclusion.
⊇: This inclusion is given by Lemma 1.5

Theorem 1.9. Let A be a C∗-algebra and a ∈ A. Then the following are equivalent:

• a ≥ 0

• a∗ = a and σ(a) ⊂ R+

• a = b∗b for some b ∈ A

• a = b2 for some self-adjoint b ∈ A

1.3.2. Approximate Units

We already mentioned that an arbitrary C∗-algebra need not have a unit. We know that
we can unitize every C∗-algebra, but as an alternative there is the concept of a so-called
approximate unit.

14
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Definition 1.6. Let A be a C∗-algebra. An approximate unit for A is an increasing net
(uλ)λ∈Λ of positive elements in the closed unit ball of A such that a = limλ auλ for all a ∈ A,
or limλ∈Λ ‖a− auλ‖ = 0 for all a ∈ A. Equivalently, a = limλ uλa for all a ∈ A

The following theorem tells us that every C∗-algebra has an approximate unit.

Theorem 1.10. Every C∗-algebra A admits an approximate unit. If Λ is the upwards-directed
set of all a ∈ A+ such that ‖a‖ < 1 and uλ = λ for all λ ∈ Λ, then (uλ)λ∈Λ is an approximate
unit for A. In addition: when A is separable, Λ may be taken to be countable.

We are not going to prove this theorem here, but refer to [10] and [13]. The main idea of
the proof is the following: if Λ is the upwards-directed set of all a ∈ A+ such that ‖a‖ < 1
and uλ = λ for all λ ∈ Λ, then (uλ)λ∈Λ is an approximate unit for A. In addition: when A is
separable, Λ may be taken to be countable. Since an approximate unit is a rather technical
concept, we will only state two important theorems and their corollaries (see [4],[10] and [13]).

Theorem 1.11. If I is a closed two-sided ideal in a C∗-algebra A, then I is self-adjoint and
therefore is a C∗-subalgebra of A.

Theorem 1.12. If I is a closed two-sided ideal of a C∗-algebra A, then the quotient A/I is
a C∗-algebra under its usual operations and the quotient norm.

Corollary 1.1. If ϕ : A → B is an injective ∗-homomorphism between two C∗-algebras A
and B, then ϕ is isometric.

Corollary 1.2. If ϕ : A→ B is a ∗-homomorphism between two C∗-algebras A and B, then
ϕ(A) is a C∗-subalgebra of B.

1.3.3. Positive linear functionals

We know what it means for a function from a topological space X to C to be positive, namely
f(x) ≥ 0 for each x ∈ X. But we have the concept of positivity also for arbitrary C∗-algebras,
so that we may also talk about positive maps between C∗-algebras.

Definition 1.7. A linear map ϕ : A→ B between two C∗-algebras A and B is called positive
if ϕ(A+) ⊆ B+.

In particular, we say that a linear functional τ : A→ C is positive if τ(a) ≥ 0 for all a ∈ A+.
Observe that every ∗-homomorphism is positive. Also, for positive linear functionals, as for
∗-homomorphisms the property of continuity is automatic.

Theorem 1.13. Let A be a C∗-algebra and τ a positive linear functional on A. Then τ is
bounded (and therefore continuous).

15
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Proof. We prove by contradiction. Suppose τ is not bounded. Then supa∈(A+)1 τ(a) = ∞,
where (A+)1 is the closed unit ball of A intersected with A+. The reason why this is true
is the following: Suppose τ is a positive linear functional such that there exists M ∈ R+

such that |τ(a)| ≤ M for all a ∈ (A+)1. Then we show that ‖τ‖ ≤ 4M . First, we consider
the case where a ∈ A is self-adjoint and ‖a‖ ≤ 1. Then we have a+, a− ∈ (A+)1 such that
a = a+ − a− and therefore |τ(a)| = |τ(a+)− τ(a−)| ≤ 2M . Now, if a ∈ A1 is arbitrary, then
we can write a = b+ ic with b and c self-adjoint and both with norm at most 1. Thus |τ(a)| =
|τ(b) + iτ(c)| ≤ 4M . This shows that ‖τ‖ ≤ 4M . The contrapositive of this implication gives
us the fact we stated in the beginning. Since this is the case, one can find a sequence (an)n∈N
in (A+)1 such that 2n ≤ τ(an) for each n ∈ N. Now define a :=

∑∞
n=0 2−nan. Then a ∈ A+,

hence 1 ≤ τ(2−nan) and therefore N ≤
∑N−1
n=0 τ(2−nan) = τ

(∑N−1
n=0 2−nan

)
≤ τ(a). But this

holds for each N ∈ N, which is impossible. Thus τ is bounded.

Proposition 1.3. Let τ be a positive linear functional on a C∗-algebra A. Then τ(a∗) = τ(a)
and |τ(a)|2 ≤ ‖τ‖ τ(a∗a) for each a ∈ A.

Proof. The first equality can be proved as follows: let a ∈ A be self-adjoint, then a = a+−a−
by Proposition 1.2. Hence τ(a) = τ(a+)− τ(a−) which means that τ(a) ∈ R. Now let a ∈ A
be arbitrary and write a = b + ic, for unique self-adjoint elements b, c ∈ A (in particular
b = 1

2(a+ a∗) and c = 1
2i(a− a

∗). Then τ(a∗) = τ(b− ic) = τ(b)− iτ(c) = τ(b) + iτ(c) = τ(a)
The second part we get by the existence of an approximate unit. Let (uλ)λ∈Λ be an

approximate unit of the C∗-algbra A. Then we can make the following estimate:

|τ(a)|2 = lim
λ
|τ(uλa)|2 ≤ sup

λ
τ(u2

λ)τ(a∗a) ≤ ‖τ‖ τ(a∗a)

where we use the Cauchy-Schwarz inequality |τ(ba)|2 ≤ τ(b∗b)τ(a∗a) for each a, b ∈ A.

The following theorem gives us a criterion to decide whether a bounded linear functional τ
is positive. Once again, we use an approximate unit.

Theorem 1.14. Suppose that τ is a bounded linear functional on a C∗-algebra A. Then the
following three statements are equivalent:

1. τ is positive.

2. For each approximate unit (uλ)λ∈Λ of A one has ‖τ‖ = limλ τ(uλ).

3. There exists an approximate unit (uλ)λ∈Λ of A such that ‖τ‖ = limλ τ(uλ).

Proof. (1) ⇒ (2) : Without loss of generality, we may assume that ‖τ‖ = 1, since we know
that τ is bounded. Now let (uλ)λ∈Λ be an arbitrary approximate unit of A. Then (τ(uλ))λ∈Λ

is an increasing net in R, since τ is positive. By the definition of an approximate unit, we
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may infer that this net is bounded from above by 1. Therefore, we have convergence to its
supremum, i.e. limλ τ(uλ) ≤ 1. Now let a ∈ A be such that ‖a‖ ≤ 1. Then:

|τ(uλa)|2 ≤ τ(u2
λ)τ(a∗a) ≤ τ(uλ)τ(a∗a) ≤ τ(uλ)

so |τ(a)|2 ≤ limλ τ(uλ), which means that 1 ≤ limλ τ(uλ). This yields us the equality we
wanted.
(2)⇒ (3) : Trivial.
(3)⇒ (1) : Let (uλ)λ∈Λ be an approximate unit for the C∗-algebraA, such that 1 = limλ τ(uλ),
which exists by assumption (3). We have to show that τ is a positive linear functional. First
assume that a ∈ A with a∗ = a and ‖a‖ ≤ 1, and let τ(a) = α+ iβ, α, β ∈ R, with α = <τ(a)
and β = =τ(a). We first want to show that τ(a) ∈ R. Without loss of generality we may
assume that β ≤ 0. Now let n ∈ N be arbitrary. Then

‖a− inuλ‖2 = ‖(a+ inuλ)(a− inuλ)‖ =
∥∥∥a2 + n2u2

λ − in(auλ − uλa)
∥∥∥ ≤ 1+n2+n ‖auλ − uλa‖

thus |τ(a− inuλ)|2 ≤ 1 + n2 + n ‖auλ − uλa‖. If we now take the limit of the nets
(τ(a − inuλ))λ∈Λ and (auλ − uλa)λ∈Λ we obtain τ(a) − in and 0 respectively. Therefore,
we find by taking these limits that |α+ iβ − in|2 ≤ 1 + n2 which means in particular that
α2 + β2 − 2nβ + n2 ≤ 1 + n2, thus −2nβ ≤ 1 − β2 − α2. Since we assumed that β ≤ 0 and
that n ∈ N was arbitrary, we may conclude that β = 0. Thus τ(a) ∈ R if a ∈ A is self-adjoint.
Now let a ∈ (A+)1 (i.e. a ≥ 0 and ‖a‖ ≤ 1), then uλ− a = (uλ− a)∗ and ‖uλ − a‖ ≤ 1, hence
τ(uλ − a) ≤ 1. This means: 1 − τ(a) = limλ τ(uλ − a) ≤ 1, hence τ(a) ≥ 0. We therefore
have shown that τ is positive.

From this theorem, we obtain two important properties:

Theorem 1.15. Let τ be a bounded linear functional on a unital C∗-algebra A. Then τ is
positive ⇐⇒ τ(1) = ‖τ‖.

Proof. Since A is unital the net that is constantly 1 is an approximate unit. Now we can
apply the previous theorem.

Corollary 1.3. If τ and ω are both positive linear functionals on a C∗-algebra A, then
‖τ + ω‖ = ‖τ‖+ ‖ω‖.

Proof. Let (uλ)λ∈Λ be an approximate unit of the C∗-algebra A. Applying the previous
theorem to τ ,ω and τ + ω we obtain ‖τ‖ = limλ τ(uλ), ‖ω‖ = limλ ω(uλ) ‖τ + ω‖ =
limλ (τ + ω)(uλ). Thus we can conclude:

‖τ + ω‖ = lim
λ

(τ + ω)(uλ) = lim
λ
τ(uλ) + lim

λ
ω(uλ) = ‖τ‖+ ‖ω‖
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1. C∗-algebras

Now we come to the definition of a special class of positive linear functionals, which are
important in the context of quantum mechanics.

Definition 1.8. Let τ be a positive linear functional on a C∗-algebra A. Then τ is called a
state if ‖τ‖ = 1. The set of all states on A is denoted by S(A).

To close this subsection, we now discuss a theorem about states that gives us the information
that we have "enough" states on an arbitrary C∗-algebra.

Theorem 1.16. Let A be a non-zero C∗-algebra, and let a ∈ A be normal. Then there exists
a state τ such that ‖a‖ = |τ(a)|.

Proof. We may assume without loss of generality that a 6= 0. Bet B := C∗(1, a) ⊆ Ã. Then
B is abelian, since a ∈ A was assumed to be normal. By the Gelfand transform we can
conclude that â is continuous on Ω(B). This implies that there exists a character τ2 on B

with ‖a‖ = ‖â‖∞ = |τ2(a)|. Now we can apply the Hahn-Banach Theorem to find a bounded
linear functional τ1 on Ã that extends τ2 and preserves the norm. Thus ‖τ1‖ = 1. Then
τ1(1) = τ2(1) = 1, which means that τ1 is positive. Define τ := τ1|A , which is positive. Then
we have ‖a‖ = |τ(a)|. To prove that τ is a state we need ‖τ‖ = 1. Now ‖τ‖ ‖a‖ ≥ |τ(a)| ‖a‖,
which means that ‖τ‖ ≥ 1. The other inequality is obvious, since ‖τ‖ ≤ ‖τ1‖ = 1. Thus τ is
a state on A.

1.4. The Gelfand-Naimark-Segal Representation

We saw in the previous section that we can realize commutative C∗-algebras as function
spaces. The question is: can something similar be done for arbitrary C∗-algebras? The answer
is given by the so-called GNS-construction (Gelfand-Naimark-Segal construction), which tells
us that every C∗-algebra can be realized as a norm-closed self-adjoint subalgebra of B(H),
for some Hilbert space H. But first we have to build up some theory about representations
of C∗-algebras.

Definition 1.9. A representation of a C∗-algebra A is a pair (ϕ,H), where H is a Hilbert
space and ϕ is a ∗-homomorphism ϕ : A → B(H). We call a representation (ϕ,H) faithful
if ϕ is injective.

If (ϕι,Hι)ι∈I is a family of representations over some index set I, we can construct a new
representation (ϕ,H) by H =

⊕
ι∈I Hι and ϕ(a)(xι)ι∈I = (ϕι(a)(xι))ι∈I for each a ∈ A and

all (xι)ι∈I ∈ H. By definition one has

⊕
ι∈I
Hι :=

{
(xι)ι∈I ∈

∏
ι∈I
Hι :

∑
ι∈I
‖xι‖2 <∞

}
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Now let τ be a positive linear functional on A. We want to construct a representation from
this functional. Define Nτ := {a ∈ A : τ(a∗a) = 0}. This is a closed left ideal of A, since we
have the Cauchy-Schwarz inequality

τ(b∗a∗ab) ≤ ‖a∗a‖ · τ(b∗b)

for all a, b ∈ A (see [13]). Now we can take the quotient A/Nτ . The bilinear map 〈·, ·〉 :
A/Nτ × A/Nτ → C given by 〈a+Nτ , b+Nτ 〉 := τ(b∗a) is well defined and yields an inner
product on A/Nτ . Therefore we have construced a pre-Hilbert space. Now we can take the
completion of A/Nτ with respect to the inner product. We write Hτ for the resulting space.
Moreover: if a ∈ A, then we define ϕ : A→ B(A/Nτ ), ϕ(a)(b+Nτ ) = ab+Nτ . This gives us
a bounded operator:

‖ϕ(a)(b+Nτ )‖2 = τ(b∗a∗ab) ≤ ‖a‖2 · τ(b∗b) = ‖a‖2 · ‖b+Nτ‖

Thus the operator ϕ(a) has a unique extension to a bounded operator on Hτ . Now we can
define ϕτ : A→ B(Hτ ) : a 7→ ϕτ (a), which is a ∗-homomorphism. Thus we obtain a represen-
tation (ϕτ ,Hτ ), which is called the Gelfand-Naimark-Segal representation (associated with
τ). We can also define the so-called universal representation (ϕ,H) where H =

⊕
τ∈S(A)Hτ

and τ runs over the state space S(A). The Gelfand-Naimark Theorem is the following.

Theorem 1.17. If A is a C∗-algebra, then it has a faithful representation. Specifically, its
universal representation is faithful.

Proof. Let (ϕ,H) be the universal representation of A and suppose ϕ(a) = 0 for some a ∈ A.
Then we can find a state τ on A such that ‖a∗a‖ = τ(a∗a) (Theorem 1.18). Let b = (a∗a)

1
4 ,

then ‖a‖2 = τ(a∗a) = τ(b4) = ‖ϕτ (b)(b+Nτ )‖2 = 0. Thus a = 0, and therefore ϕ is
injective.

This theorem gives us the statement from the begin of this section, since the theorem
implies that A is ∗-isomorphic to a norm-closed self-adjoint subalgebra of B(H).

1.5. Representations

In the previous section about the GNS-construction we introduced representations of a C∗-
algebra on a Hilbert space H. We now want to discuss representations in some more detail.

Definition 1.10. Let (ϕ,H) be a representation on a Hilbert space H of a C∗-algebra A.
We call x ∈ H a cyclic vector if ϕ(A)x = H. If (ϕ,H) has a cyclic vector, then we call this
representation cyclic.
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Definition 1.11. Let (ϕ,H) be a representation on a Hilbert space H of a C∗-algebra A. We
say that A acts non-degenerately on H if ϕ(A)H = H.

This definition of a cyclic vector can also be used in the context of states and the GNS-
construction.

Theorem 1.18. Let A be a C∗-algebra and τ ∈ S(A). Then there exists a unique vector
xτ ∈ Hτ such that

τ(a) = 〈a+Nτ , xτ 〉

for a ∈ A. Furthermore, xτ is a cyclic unit vector for the GNS-representation (ϕτ ,Hτ ) and

ϕτ (a)xτ = a+Nτ

Proof. Define a function ρ0 : A/Nτ → C by ρ0(a+Nτ ) = τ(a). This map is well defined, linear,
and norm-decreasing, since τ was assumed to be a state, i.e. |ρ0(a+Nτ )| = |τ(a)| ≤ ‖a‖. By
continuity this gives rise to a norm-decreasing extension ρ : Hτ → C. By the Riesz-Fréchet
Theorem, we can find a unique xτ ∈ Hτ such that ρ(y) = 〈y, xτ 〉 for each y ∈ Hτ . By
construction, this gives the unique existence of xτ ∈ Hτ with τ(a) = 〈a+Nτ , xτ 〉 for each
a ∈ A. Now let a ∈ A. Then

〈b+Nτ , ϕτ (a)xτ 〉 =
〈
a2b+Nτ , xτ

〉
= τ(a∗b) = 〈b+Nτ , a+Nτ 〉

for each b ∈ A. This implies ϕτ (a)xτ = a + Nτ . Since ϕτ (A)xτ is dense in A/Nτ , it is also
dense in Hτ . Conclusion: xτ ∈ Hτ is a cyclic vector for (ϕτ ,Hτ ). The last thing we have to
show is that xτ is a vector of norm one. Since xτ is cyclic, ϕτ (A) acts non-degenerately on
Hτ . Now let (uλ)λ∈Λ be an approximate unit of A. Then (ϕτ (uλ))λ∈Λ is an approximate unit
for ϕτ (A), hence it converges strongly to idHτ , since

‖ϕτ (uλ)(x+Nτ )− idHτ (x+Nτ )‖ = ‖(uλx− x) +Nτ‖

Thus
‖xτ‖2 = 〈xτ , xτ 〉 = lim

λ
〈ϕτ (uλ)(xτ ), xτ 〉 = lim

λ
τ(uλ) = ‖τ‖ = 1

Definition 1.12. The unique vector xτ ∈ Hτ from the previous theorem is called the canon-
ical cyclic vector.

In what follows we want to compare various functionals: for positive linear functionals, τ
and ω, we define τ ≤ ω if and only if ω − τ is positive, hence if and only if (ω − τ)(a) ≥ 0
for each a ∈ A+. If τ ≤ ω, then we say τ is majorised by ω. We want to relate this to the
canonical cyclic vector. For this we need a definition.
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Definition 1.13. Let B be a subset of an algebra A. The commutant of B is the set of all
elements of A that commute with every element of B. The commutant is denoted by B′. In
symbols:

B′ := {a ∈ A : ab = ba ∀ b ∈ B}

Theorem 1.19. Let A be a C∗-algebra, τ ∈ S(A), and ω a positive linear functional on
A. If ω ≤ τ , then there exists a unique operator v ∈ ϕτ (A)′ with 0 ≤ v ≤ 1 such that
ω(a) = 〈ϕτ (a)vxτ , xτ 〉.

Proof. Since the assumption gives ω ≤ τ , we can define a sesquilinear form σ : A/Nτ×A/Nτ →
C by σ(a+Nτ , b+Nτ ) = ω(b∗a). We see that

|ω(b∗a)| ≤
√
ω(b∗b)

√
ω(a∗a) ≤

√
τ(b∗b)

√
τ(a∗a) = ‖b+Nτ‖ · ‖a+Nτ‖

which implies that ‖σ‖ ≤ 1. Thus we can extend σ to σ̃ : Hτ → C, also with ‖σ̃‖ ≤ 1. This
means that we can find v : Hτ → Hτ such that 〈v(x), y〉 = σ̃(x, y) for each x, y ∈ Hτ by
Riesz-Fréchet. Moreover, ‖v‖ ≤ 1. Thus we get

ω(b∗a) = σ(a+Nτ , b+Nτ ) = 〈v(a+Nτ ), b+Nτ 〉 = 〈vϕτ (x)xτ , ϕτ (b)xτ 〉

by the previous theorem. Therefore, 〈v(a+Nτ ), a+Nτ 〉 ≥ 0 for each a ∈ A, which means
that v is a positive operator. Now suppose a, b, c ∈ A. Then we see that

〈ϕτ (a)v(b+Nτ ), c+Nτ 〉 = 〈v(b+Nτ ), a∗c+Nτ 〉

= ω(c∗ab)

= 〈v(ab+Nτ ), c+Nτ 〉

= 〈vϕτ (a)(b+Nτ ), c+Nτ 〉

Thus ϕτ (a)v = vϕτ (a) for each a ∈ A, which implies that v ∈ ϕτ (A)′. Moreover, by using an
approximate unit for A one can show that ω(b) = 〈vϕτ (b)xτ , xτ 〉. The proof of uniqueness is
left to the reader.

We already mentioned what it means for a representation (ϕ,H) to be non-degenerate. We
also saw that the universal representation of a C∗-algebra is non-degenerate since it is cyclic.
The following lemma gives us a special property of non-degenerate representations.

Lemma 1.6. Let (ϕ,H) be a non-degenerate representation of a C∗-algebra A. Then it is a
direct sum of cyclic representations of A.

Proof. Define Hx := ϕ(A)x for all x ∈ H. We can use Zorn’s Lemma to show the existence
of a maximal set Λ of non-zero elements of H such that Hx ⊥ Hy for each x, y ∈ Λ with
x 6= y. Now let y ∈ (

⋃
x∈ΛHx)⊥, then 〈y, ϕ(a∗b)x〉 = 0 for each x ∈ Λ, or in other words,
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〈ϕ(a)y, ϕ(b)x〉 = 0. ThusHx andHy are orthogonal. By assumption (ϕ,H) is non-degenerate,
hence y ∈ Hy. By construction, Λ was maximal, which means that y = 0. Therefore, H is the
orthogonal direct sum of the familiy of Hilbert spaces (Hx)x∈Λ. One sees that Hx is invariant
under ϕ(A) for each x ∈ Λ, and that the restriction ϕx : A→ B(Hx) has x as a cyclic vector.
This proves the lemma.

Definition 1.14. Let (ϕ1,H1) and (ϕ2,H2) be two representations of the C∗-algebra A. We
call the representations unitarily equivalent, if there exists a unitary u : H1 → H2 such
that ϕ2(a) = uϕ1(a)u∗ for each a ∈ A.

Theorem 1.20. Let (ϕ1,H1) and (ϕ2,H2) be two representations of the C∗-algebra A with
cyclic vectors x1 and x2, respectively. Then the following are equivalent:

(i) There exists a unitary u : H1 → H2 such that x2 = u(x1) and ϕ2(a) = uϕ1(a)u∗ for
each a ∈ A.

(ii) ∀a ∈ A : 〈ϕ1(a)(x1), x1〉 = 〈ϕ2(a)(x2), x2〉

Proof. The implication (i)⇒ (ii) is a straightforward computation and is left to the reader.
Hence, we only prove the implication (ii) ⇒ (i). Thus, suppose that 〈ϕ1(a)(x1), x1〉 =
〈ϕ2(a)(x2), x2〉 for each a ∈ A. Define u0 : ϕ1(A)x1 → H2 by u0(ϕ1(a)x1) = ϕ2(a)x2. This
map is linear, well-defined and isometric, since:

‖ϕ2(a)(x2)‖2 = 〈ϕ2(a∗a)(x2), x2〉 = 〈ϕ1(a∗a)(x1), x1〉 = ‖ϕ1(a)(x1)‖2

Now we can extend u0 to an isometry u : H1 → H2, which is unitary, since u(H1) = ϕ2(A)x2 =
H2. Let a, b ∈ A. Then uϕ1(a)ϕ1(b)x1 = ϕ2(ab)(x2) = ϕ2(a)uϕ1(b)(x1), and therefore
uϕ1(a) = ϕ2(a)u for each a ∈ A. Now

ϕ2(a)u(x1) = uϕ1(a)(x1) = ϕ2(a)(x2)

hence ϕ2(a)(u(x1)− x2) = 0. Every cyclic representation is also non-degenerate, hence so is
ϕ2. Therefore, u(x1) = x2.

Definition 1.15. A representation (ϕ,H) of a C∗-algebra A is called irreducible if 0 and
H are the only invariant closed subspaces of H that are invariant under ϕ(A).

In representation theory of groups and algebras, Schur’s Lemma is well known. Such a
statement also holds for representations of C∗-algebras.

Theorem 1.21. Let (ϕ,H) be a non-zero representation of a C∗-algebra A. Then:

(i) (ϕ,H) is irreducible ⇐⇒ ϕ(A)′ = C1.

(ii) If (ϕ,H) is irreducible, then every non-zero vector of H is cyclic for (ϕ,H).
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Proof. Here we only prove part (ii) of the theorem, since part (i) is easier to prove if we
know the theory of von Neumann algebras (see Theorem 2.5). Now suppose that (ϕ,H)
is irreducible, and let x ∈ H be a non-zero vector. Observe, that by construction, ϕ(A)x
is invariant for ϕ(A), hence ϕ(A)x = 0 or ϕ(A)x = H. By assumption, ϕ is non-zero,
hence there is an element y ∈ H and an element a ∈ A, such that ϕ(a)(y) 6= 0. Therefore,
ϕ(A)y = H. Thus the representation is non-degenerate. Therefore, ϕ(A)x is not the zero
space, so ϕ(A)x = H by irreducibility. This proves the theorem.

Definition 1.16. Let A be a C∗-algebra and suppose τ ∈ S(A). Then τ is called a pure
state of it has the property that, whenever ρ is a positive linear functional on A such that
ρ ≤ τ , there is a t ∈ [0, 1] such that ρ = t · τ . The set of pure states on A in denoted by
PS(A).

We remark that there is a very interesting structure on PS(A), since we can equip PS(A)
with a type of inner product such that PS(A) decomposes in so-called mutually disjoint and
orthogonal sectors. Moreover, one can obtain the formula of transposition probability between
two states in quantum mechanics from this. For more information consult [3]. Furthermore,
one can show that pure states of a C∗-algebra are extreme points of the set of all positive
linear functionals on A. Moreover, if A is unital, then S(A) is the weak∗-closed convex hull
of all pure states of A by the Krein-Milman Theorem (see [3],[4],[13]).

Now we want to connect pure states with representations.

Proposition 1.4. Suppose that τ is a state on a C∗-algebra A.

(i) τ is a pure state ⇐⇒ (ϕτ ,Hτ ) is irreducible.

(ii) Assume that A is abelian. Then: τ is pure ⇐⇒ τ is a character on A.

Proof. (i) =⇒: Suppose τ is pure. Let v ∈ ϕτ (A)′, such that 0 ≤ v ≤ 1. Construct a
function ρ : A→ C by ρ(a) = 〈ϕτ (a)vxτ , xτ 〉. This gives us a positive linear functional
on A with ρ ≤ τ . Since τ is pure, there exists t ∈ [0, 1] such that ρ = tτ . Hence
〈ϕτ (a)v(xτ ), xτ 〉 = 〈tϕτ (a)(xτ ), xτ 〉 for each a ∈ A. Therefore, for all a, b ∈ A:

〈v(a+Nτ ), b+Nτ 〉 = 〈vϕτ (a)(xτ ), ϕτ (b)(xτ )〉

= 〈vϕτ (b∗a)(xτ ), xτ 〉

= 〈tϕτ (b∗a)(xτ , xτ 〉

= 〈t(a+Nτ ), b+Nτ 〉

Now we can use the fact that A/Nτ is dense in Hτ to conclude that v = t1. Therefore,
ϕτ (A)′ = C1. Then we can apply part (i) of the previous theorem to conclude that
(ϕτ ,Hτ ) is irreducible.
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1. C∗-algebras

⇐=: Suppose (ϕτ ,Hτ ) is irreducible. Assume that there exists a positive linear func-
tional ρ such that ρ ≤ τ . Therefore, we can find an unique operator v ∈ ϕτ (A)′ with
0 ≤ v ≤ 1 and ρ(a) = 〈ϕτ (a)v(xτ ), xτ 〉 for each a ∈ A. Since the representation is
irreducible, we know again by the previous theorem that ϕτ (A)′ = C1. Thus v = t1 for
some t ∈ [0, 1]. Hence ρ = tτ . So τ is pure.

(ii) =⇒: Assume that τ is pure. By the previous part, this implies that (ϕτ ,Hτ ) is ir-
reducible, which implies that ϕτ (A)′ = C1. But ϕτ (A) ⊆ ϕτ (A)′. So ϕτ (A) con-
sists of scalars. Therefore, B(Hτ ) ⊆ ϕτ (A)′. Hence B(Hτ ) = C1. Now assume that
u, v ∈ B(Hτ ). These are scalars. Therefore:

〈uv(xτ ), xτ 〉 = u 〈v(xτ ), xτ 〉 = u 〈xτ , xτ 〉 〈v(xτ ), xτ 〉 = 〈u(xτ ), xτ 〉 〈v(xτ ), xτ 〉

Hence τ(a) = 〈ϕτ (a)xτ , xτ 〉 is multiplicative and therefore a character on A.
⇐=: Suppose that τ is a character on A and assume that ρ is a positive linear functional
such that ρ ≤ τ . If τ(a) = 0, then τ(a∗a) = 0 by multiplicativity. Hence ρ(a∗a) = 0.
Since |ρ(a)| ≤

√
ρ(a∗a), we may conclude that ρ(a) = 0. Hence Ker(τ) ⊆ Ker(ρ).

Therefore, we can find t ∈ R such that ρ = tτ . Now let a ∈ A such that τ(a) = 1. Then
τ(a∗a) = 1, hence 0 ≤ ρ(a∗a) = tτ(a∗a) = t ≤ τ(a∗a) = 1. Therefore, t ∈ [0, 1]. Hence
τ is pure.

1.6. Multiplier algebra

If one talks about C∗-algebras A, one also has to consider the so called multiplier algebra
M(A). We will give two different constructions of this algebra. References are [10] and [21].

1.6.1. The classical approach: Double centralizer

Let A be a C∗-algebra. A pair (L,R) of bounded linear maps on A is called a double centralizer
for A, if for each a, b ∈ A:

L(ab) = L(a)b, R(ab) = aR(b), R(a)b = aL(b)

Simple examples are (Lc, Rc), where c ∈ A and Lc(a) = ca and Rc(a) = ac for each a ∈ A.
In this case one has ‖Rc‖ = ‖Lc‖ = ‖c‖. Equality of the norms holds in general.

Lemma 1.7. Let (L,R) be a double centralizer of a C∗-algebra A. Then ‖L‖ = ‖R‖.

Proof. To prove the lemma we start with the estimate ‖aL(b)‖ = ‖R(a)b‖ ≤ ‖R‖ ‖a‖ ‖b‖.
From this we obtain ‖L(b)‖ = sup‖a‖≤1 ‖aL(b)‖ ≤ ‖R‖ ‖b‖. This gives us the first inequality:
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‖L‖ ≤ ‖R‖. Now we can do the same sort of estimate by the observation ‖R(a)b‖ = ‖aL(b)‖ ≤
‖L‖ ‖a‖ ‖b‖ to obtain the second inequality, ‖R‖ ≤ ‖L‖.

Definition 1.17. Let A be a C∗-algebra. ThenM(A) denotes the set of all double centralizers
of A. The norm of such an element (L,R) ∈M(A) is defined by ‖(L,R)‖ := ‖L‖ = ‖R‖.

Our goal is now to turn M(A) into a C∗-algebra with respect to this norm. Therefore,
we first show that we can turn M(A) into a unital ∗-algebra. First we define the algebra
structure. Let (L1, R1), (L2, R2) ∈ M(A) and λ ∈ C be arbitrary. Then we define the
following operations:

λ(L1, R1) := (λL1, λR1)

(L1, R1) + (L2, R2) := (L1 + L2, R1 +R2)

(L1, R1) · (L2, R2) := (L1L2, R2R1)

Observe that, if the operations are well-defined, then we can obtain the zero-element inM(A)
by (0, 0) for 0 ∈ B(A) (here B(A) is the space of all bounded linear maps on A). Moreover,
M(A) will be unital, since (1,1) ∈ M(A) for 1 ∈ B(A) the identity operator. Furthermore,
we want to have an involution onM(A). Therefore, for T ∈ B(A) define the operator

T#(a) := T (a∗)∗

for each a ∈ A. If (L,R) ∈M(A), then define

(L,R)∗ := (R#, L#)

. So far, we don’t know whether all this operations are well-defined. But this is confirmed in
the following lemma ([13],[21]).

Lemma 1.8. Let A be a C∗-algebra. The operation T 7→ T# is isometric, multiplicative,
conjugate linear and idempotent on B(A). Moreover, all the operations defined above turn
M(A) into a unital ∗-algebra.

Now we are almost there. It remains to prove two things, namely that the norm onM(A)
satisfies the C∗-condition, and thatM(A) is complete with respect to the norm. That both
hold is summarized in the following theorem ([6],[21]).

Theorem 1.22. Let A be a C∗-algebra. If we equipM(A) with the norm ‖(L,R)‖ := ‖L‖ =
‖R‖ for each (L,R) ∈M(A), thenM(A) is a unital C∗-algebra.

Definition 1.18. Let A be a C∗-algebra. The C∗-algebra M(A) is called the multiplier
algebra of A.
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1. C∗-algebras

Observe that we have a ∗-homomorphism ϕ : A → M(A) given by ϕ(a) = (La, Ra) for
each a ∈ A. Suppose ϕ(a) = 0. Then Ra = 0, hence Ra(a∗) = a∗a = 0. By the C∗-condition,
we obtain that a = 0, which shows that ϕ is an injective ∗-homomorphism. Furthermore,
one can prove that A is a two-sided ideal in M(A) and that A ∼= M(A) if any only if A is
unital ([21],[6]). Typical examples of multiplier algebras areM(C0(X)) ∼= Cb(X) for a locally
compact Hausdorff space X and M(K(H)) ∼= B(H), where K(H) is the set of all compact
operators on the Hilbert space H (see [13]). The following lemma gives more information
about the ideal structure of A inM(A) (for the proof see [13]).

Lemma 1.9. If I is a closed two-sided ideal in a C∗-algebra A, then there exists a unique ∗-
homomorphisms ϕ : A→M(A) extending the inclusion I →M(I). Moreover, ϕ is injective
if I is essential in A.

Here, essential means that, if I is a closed ideal of A, then aI = 0 implies a = 0. Equiva-
lently: I ∩ J 6= 0 for each non-zero closed ideal J in A. Notice that this lemma tells us that
the multiplier algebraM(I) of I is the largest unital C∗-algebra containing I as an essential
ideal. Therefore, one can also define the multiplier algebraM(A) of A as follows ([21]):

Definition 1.19. Let A be a C∗-algebra. The multiplier algebra M(A) is the universal C∗-
algebra with the property thatM(A) contains A as an essential ideal and for any C∗-algebra
B containing A as an essential ideal there exists a unique ∗-homomorphism ϕ : B →M(A)
that is the identity on A.

If we begin with this definition, it is not a priori clear that such a C∗-algebraM(A) exists
(by constructing double centralizers we already showed that it does). In what follows we want
to study another possibility to establish the existence ofM(A).

1.6.2. The modern approach: Hilbert C∗-modules

We first want to give the definition of a Hilbert C∗-module (see [10]). Notice, that Hilbert
C∗-modules are very imporant if one looks at the C∗-algebraic approach to quantum groups
á la Woronowicz (see [26], [27]).

Definition 1.20. Let A be an arbitrary C∗-algebra. An inner product A-module is a
linear space E that is a right A-module, such that λ(xa) = (λx)a = x(λa) for each x ∈ E,
a ∈ A and λ ∈ C, together with a map 〈·, ·〉 : E × E → A such that:

1. ∀x, y, z ∈ E ∀α, β ∈ C : 〈x, αy + βz〉 = α 〈x, y〉+ β 〈x, z〉

2. ∀x, y ∈ E ∀a ∈ A : 〈x, ya〉 = 〈x, y〉 a

3. ∀x, y ∈ E : 〈y, x〉 = 〈x, y〉∗

4. 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 if and only if x = 0
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1.6. Multiplier algebra

For x ∈ E, we write ‖x‖ :=
√
‖〈x, x〉‖. This is a norm on E (see [10]). We are now prepared

to state our definition of Hilbert C∗-modules.

Definition 1.21. Let A be an arbitrary C∗-algebra. An inner product A-module that is
complete with respect to the norm is called a Hilbert A-module or a Hilbert C∗-module
over the C∗-algebra A

Let A be a C∗-algebra. Then A itself is an example of a Hilbert A-module if we define
〈a, b〉 := a∗b for each a, b ∈ A. This can now be used to construct the multiplier algebra
M(A).

Definition 1.22. Let A be a C∗-algebra and E a Hilbert A-module. Let L(E) be set of all
maps t : E → E such that there exists a map t∗ : E → E such that 〈tx, y〉 = 〈x, t∗y〉 for each
x, y ∈ E. We call L(E) also the set of adjointable maps.

Notice, that we do not require t ∈ L(E) be to A-linear or continuous, since this is automatic
(see [9]).

Definition 1.23. Let A be a C∗-algebra and E a Hilbert A-module. Define ϑx,y : E → E by
ϑx,y(z) = x 〈y, z〉 for each z ∈ E.

Observe that ϑx,y ∈ L(E), since one has (ϑx,y)∗ = ϑy,x. Moreover, one has the following
relations for each x, y, u, v ∈ E and each s, t ∈ L(E):

ϑx,yϑu,v = ϑx〈y,u〉,v = ϑx,v〈u,y〉

tϑx,y = ϑtx,y

ϑx,ys = ϑx,s∗y

Definition 1.24. Let A be a C∗-algebra, and E a Hilbert A-module. We denote by K(E) the
closed linear span of {ϑx,y : x, y ∈ E} in L(E).

By construction, K(E) is a closed two-sided ideal in L(E). Observe that, if E = A, then
K(E) ∼= A by identifying ϑx,y with the operation of left multiplication by xy∗. To construct
M(A) we use representation theory. In particular, we want to identify L(A) withM(A). For
that, we need some definitions:

Definition 1.25. Let A be a C∗-algebra and E a Hilbert A-module. A ∗-homomorphism
α : A→ L(E) is called non-degenerate, if the set

α(A)E :=
{

n∑
i=1

α(ai)xi : ai ∈ A, xi ∈ E ∀i ∈ {1, . . . , n}
}

is dense in E.
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We remark the Cohen-Hewitt Factorization Theorem, which states that if α(A)E is non-
degenerate, then for all x ∈ E there exists y ∈ E and a ∈ A such that x = α(a)y. In
particular, the sum in the definition above consists of one single term.

Proposition 1.5. Let A,B and C be C∗-algebras such that A is an ideal in B. Suppose E is
a Hilbert C-module. Assume that α : A→ L(E) is a non-degenerate ∗-homomorphism. Then
α has an unique extension α̂ : B → L(E). If α is injective and A is essential in B, then α̂ is
injective.

Proof. Let (uλ)λ∈Λ be an approximate unit of A. Assume that b ∈ B and a1 . . . , an ∈ A and
x1, . . . , xn ∈ E. Then∥∥∥∥∥

n∑
i=1

α(bai)xi

∥∥∥∥∥ = lim
λ

∥∥∥∥∥
n∑
i=1

α(buλai)xi

∥∥∥∥∥ = lim
λ

∥∥∥∥∥α(buλ)
n∑
i=1

α(ai)xi

∥∥∥∥∥ ≤ ‖b‖
∥∥∥∥∥
n∑
i=1

α(ai)xi

∥∥∥∥∥
Therefore, we conclude that the map

∑n
i=1 α(ai)xi 7→

∑n
i=1 α(bai)xi is well defined and con-

tinuous. By assumption, α is non-degenerate, hence α(A)E is dense in E. Therefore, we can
extend the previous map α(A)E → α(A)E to a bounded linear map α̂(b) : E → E, such that
(α̂(b))(α(a)x) = α(ba)x for each a ∈ A, x ∈ E. One can also show, by using an approximate
unit, that α̂(b∗) is the adjoint of α̂(b), hence α̂(b) ∈ L(E). That α̂ is a ∗-homomorphism is
left to the reader. Uniqueness follows from the fact that α is non-degenerate. Assume that
α is injective. Then Ker(α̂) is an ideal in B, which has zero-intersection with A. If A is
essential, then this ideal has to be zero.

This proposition can now be applied to show that L(A) = M(A). In particular, take
C = E = A and let α : A→ L(A) be the canonical embedding of A into L(A) (by identifying
A with K(A)). Now, the previous proposition tells us that each C∗-algebra B that contains
A as essential ideal embeds in L(A). Hence we obtain the required maximality property of
M(A). We also have to verify the second condition. For that, suppose that A is an essential
ideal in B. If A is also an essential ideal in another C∗-algebra C, then the identity map on
A extends to an embedding β : C → B. Since A is an essential ideal in L(A) we obtain an
injection β : L(A)→ B, whose restriction is the identity on A. The previous proposition tells
us that α : A→ L(A) has an injective extension α̂ : B → L(A). By a second application of the
previous proposition we obtain an unique extension to a ∗-homomorphism γ : L(A)→ L(A)
(since A is also essential in B). But the identity on L(A) is such an extension, but also α̂β.
Hence α̂β has to be the identity on L(A), which means that α̂ is surjective. Therefore, α̂ is
a ∗-isomorphism between B and L(A). We may conclude that L(A) is the unique maximal
essential extension of A (up to isomorphism). Therefore, we may writeM(A) instead of L(A).
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2. Von Neumann algebras

In the previous chapter we discussed the GNS-construction and saw that each C∗-algebra can
be seen as a closed self-adjoint subalgebra of B(H), for some Hilbert space H. In some books
(for example [1]) this is expressed as: every "abstract" C∗-algebra is a "concrete" C∗-algebra.
Here "concrete" means the following: A set A of bounded linear operators on a Hilbert space
H is called a concrete C∗-algebra if A is an operator norm-closed ∗-algebra. Observe that the
operator norm defines a topology on such a concrete C∗-algebra. In what follows, we first
want to introduce some other important topologies on B(H).

2.1. Topologies on B(H)

Strong Topology: We first introduce the so-called strong topology. Let x ∈ H and let
px : B(H) → R+ be the map defined by T 7→ ‖Tx‖. The familiy {px}x∈H is a separating
family of seminorms on B(H) and therefore gives rise to a locally convex topology on B(H),
called the strong topology. Equivalently, we say that a net (uλ)λ∈Λ converges strongly to
u ∈ B(H) if and only if ‖uλx− ux‖ → 0 for each x ∈ H.

Weak Topology: Once again, we use a family of seminorms. For x, y ∈ H, define the map
px,y : B(H) → R+ by px,y(T ) = |〈Tx, y〉|. This is again a separating family of seminorms,
giving rise to a locally convex topology on B(H). This is what we call the weak topology. In
particular: a net (uλ)λ∈Λ converges weakly to u ∈ B(H) if and only if |〈(uλ − u)x, y〉| → 0 for
each x, y ∈ H.

Ultraweak Topology: To introduce the so-called ultraweak or σ-weak topology, consider the
family of seminorms pu : B(H) → R+ given by v 7→ |Tr(uv)|, for u a trace class operator
(one can find more on this topic in [13],[4]). This gives us a third locally convex topology on
B(H). A net (uλ)λ∈Λ converges ultraweakly to u ∈ B(H) if and only if |Tr((uλ − u)v)| → 0
for each trace class operator v.

Having all these topologies on the space B(H), we may compare them and study their
properties. Observe that the weak topology is weaker than the strong topology and that the
weak topology is also weaker than the ultraweak topology. The following theorem indicates
when some of the topologies coincide (for the proof see [4],[13]).
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2. Von Neumann algebras

Theorem 2.1. Let H be a Hilbert space. Then the weak and ultraweak topology coincide on
the closed unit ball of B(H).

As a consequence of this theorem, the closed unit ball is weakly compact in B(H). This is
because the ultraweak topology is the weak∗ topology on B(H), since B(H) ∼= B1(H)∗. By
the theorem of Banach and Alaoglu, the closed unit ball is compact in this topology.
The last theorem of this section is due to Vigier. Remember from Real Analysis, that every
sequence that is bounded from above and increasing, is convergent (Bolzano-Weierstrass).
You can compare this with Vigier’s Theorem.

Theorem 2.2. Assume that (uλ)λ∈Λ is a net of self-adjoint operators on a Hilbert space. If
the net is increasing and bounded from above, then the net converges strongly.

Proof. Suppose that (uλ)λ∈Λ is increasing and bounded from above. Without lost of gener-
ality, we may assume that the net is also bounded from below, since we can choose λ0 ∈ Λ
such that (uλ)λ≥λ0 is bounded from below. Let v be this bound. We can also assume without
loss of generality that the net consists only of positive elements (since we can always look
at the net (uλ − v)λ∈Λ). Granted this, we can find M ∈ R such that ‖uλ‖ ≤ M for each
λ ∈ Λ. Now consider the net (〈uλ(x), x〉)λ∈Λ, which is also increasing and, by Cauchy-Schwarz,
bounded by M ‖x‖2. We thus have convergence of this new net. Using the polarization iden-
tity we see that (〈uλ(x), y〉)λ∈Λ is convergent for each x, y ∈ H. Let α(x, y) be this limit
and define α : H × H by (x, y) 7→ α(x, y). This is a sesquilinear form on H. Observe that
|α(x, y)| = limλ |〈uλ(x), y〉| ≤ M ‖x‖ ‖y‖, which means that α is bounded. By the Riesz-
Fréchet Theorem, there is an operator u on H such that 〈u(x), y〉 = α(x, y) for each x, y ∈ H.
It is easy to check that u is self-adjoint, bounded by M (i.e. ‖u‖ ≤M), and that uλ ≤ u for
each λ ∈ Λ. Now we have the following estimate:

‖u(x)− uλ(x)‖2 =
∥∥∥(u− uλ)

1
2 (u− uλ)

1
2 (x)

∥∥∥ ≤ ‖u− uλ‖·∥∥∥(u− uλ)
1
2 (x)

∥∥∥2
≤ 2M 〈(u− uλ)x, x〉

Since limλ 〈(u− uλ)x, x〉 = 0, we see that (uλ)λ∈Λ converges strongly to u.

2.2. The Double Commutant Theorem

We now give the definition of a von Neumann algebra. We already mentioned that every
C∗-algebra is isomorphic to a norm-closed self-adjoint subalgebra of B(H), for some Hilbert
space H. But if we instead impose a stronger closedness condition we obtain the notion of a
von Neumann algebra.

Definition 2.1. Let H be a Hilbert space. We say that A is a von Neumann algebra on H if
A is a strongly closed ∗-subalgebra of B(H).
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Notice that every von Neumann algebra is also a C∗-algebra, because the strong topology
is weaker than the norm topology. Hence a strongly closed set is also norm-closed. We now
give an alternative characterization of a von Neumann algebra, called the Double Commutant
Theorem. Therefore, we recall the definition of the commutant (see Definition 1.13). Let B be
a subset of an algebra A. Then one can observe that B′ is a subalgebra of A. Moreover, one
can look at the commutant of the commutant, the so-called double commutant: (B′)′ = B′′.
The reader can verify that the following holds: B ⊆ B′′ and B′ = B′′′. Furthermore, B′ is
closed if A is a normed algebra. If one also has an involution, then B′ is a ∗-subalgebra of A.
The following lemma is the key to the Double Commutant Theorem.

Lemma 2.1. Let H be a Hilbert space. Assume that A is a ∗-subalgebra of B(H) containing
the identity. Then A is strongly dense in A′′.

Proof. Suppose u ∈ A′′ and x ∈ H. Define K := {v(x) : v ∈ A}. By construction, K is a
closed vector subspace of H, which is invariant for all v ∈ A. Since A is self-adjoint, one
also obtains invariance of K⊥. Now let p be the orthogonal projection of H on K. By the
previous observations, one obtains p ∈ A′, hence pu = up for each u ∈ A′′, hence u(x) ∈ K,
which means that we can find a sequence (vn)n∈N in A such that u(x) = limn→∞ vn(x).
Define for each n ∈ N:

ϕ : B(H)→ B(Hn), v 7→ (δijv)

This is a unital ∗-homomorphism. Therefore, ϕ(A) is a ∗-subalgebra of B(Hn), containing the
identity. Moreover ϕ(u) ∈ ϕ(A)′′. To see this, let w ∈ ϕ(A)′ and v ∈ A. Then ϕ(v)w = wϕ(v),
hence vwij = wijv. Thus, wij ∈ A′, so uwij = wiju. Therefore, ϕ(u)w = wϕ(u). Now suppose
x = (x1, . . . , xn) ∈ Hn and look at the beginning of this proof: we know that there exists a
sequence (vm)m∈N in A such that ϕ(u)(x) = limm→∞ ϕ(vm)x. Hence u(xj) = limm→∞ vm(xj)
for each 1 ≤ j ≤ n.
The claim is: u lies in the strong closure of A. To see this, let W be a strong neighbourhood
of u. The goal is to show that W ∩ A 6= ∅. Therefore, suppose that W − u is a strong
neighbourhood of 0. This implies the existence of x1 . . . xn ∈ H and ε > 0 such that:

W − u = {v ∈ B(H) : ‖v(xj)‖ < ε ∀j ∈ {1, . . . , n}}

Therefore, there is a sequence (vm)m∈N such that u(xj) = limm→∞ vn(xj) for 1 ≤ j ≤ n. This
implies that for some N ∈ N, one has vN ∈W . Therefore, W ∩A 6= ∅.

Now we can state the Double Commutant Theorem, which gives us another characterization
of von Neumann algebras, including idH. The proof is an immediate consequence of the
previous lemma.

Theorem 2.3. Let A be a ∗-algebra on a Hilbert space H and suppose idH ∈ A. Then A is
a von Neumann algebra on H ⇐⇒ A = A′′.
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2. Von Neumann algebras

Observe, that in the definition of a von Neumann algebra we do not require that it is unital.
But using our definition of a von Neumann algebra we see, by the next theorem, that a von
Neumann always is unital, but the unit may not be the identity map of the underlying Hilbert
space (homever, some authors use the following definition of a von Neumann algebra: A is a
von Neumann algebra on a Hilbert space H if A is a ∗-algebra on H such that A = A′′. This
implies that the identity map on H is an element of A).

Theorem 2.4. If A is a non-zero von Neumann algebra, then it is unital.

Proof. Suppose A acts on a Hilbert space H. Then let (uλ)λ∈Λ be an approximate unit for
A. By Vigier’s Theorem, (uλ)λ∈Λ converges strongly to a self-adjoint operator e ∈ A, since A
is strongly closed. If x ∈ H and u ∈ A, then eu(x) = limλ uλu(x) = u(x), which means that
eu = u. Hence e is a unit for A.

Proposition 2.1. Suppose A is a von Neumann algebra on a Hilbert space H. Then A is the
strong closure of the linear span of its projections.

With this proposition we can complete the theorem about irreducible representations (The-
orem 1.23).

Theorem 2.5. Let A be a non-zero C∗-algebra acting on a Hilbert space H. Then: (ϕ,H) is
irreducible ⇐⇒ ϕ(A)′ = C1.

Proof. If p ∈ B(H) is a projection, then p ∈ A′ if and only if p(H) ⊆ H in invariant under
A. Since A′ is a von Neumann algebra, it is the closed linear span of its projections. We
assumed, that A acts irreducibly, hence A′ has no projections except the trivial ones, hence
A′ = C1. The converse implication is clear.

2.2.1. Topologies and Continuity on von Neumann Algebras

Theorem 2.1 of this section already gives a connection between the topologies we introduced
in the beginning. The following theorem shows that weak continuity and strong continuity
are equivalent if we talk about linear functionals on B(H) (for the proof look at [13]).

Theorem 2.6. Let H be a Hilbert space and τ : B(H) → C a linear functional. Then the
following are equivalent:

1. τ is weakly continuous.

2. τ is strongly continuous.

This theorem has a very useful application to convex subsets of B(H). In particular, the
notion of weak and strong closedness coincide on convex subsets. This is a consequence of
this previous theorem.
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2.2. The Double Commutant Theorem

Corollary 2.1. Let H be a Hilbert space and C a convex subset of B(H). Then C is strongly
closed ⇐⇒ C is weakly closed.

Proof. By the definition of the topologies, the ⇐=-direction is obvious. For the converse,
assume that C is strongly closed and that u is an element of the weak closure of C. By
definition of the closure we can construct a net (xλ)λ∈Λ such that xλ → u with respect to the
weak topology. If we assume that τ is a weakly continuous linear functional, then we conclude
that τ(xλ) → τ(u). Thus the previous theorem tells us that weakly continuous functionals
are the same as the strongly continuous functionals on B(H), hence u is an element of the
strong closure of C since we have the following general result: if C is a convex set in a locally
convex space X, then for any point x ∈ X one has x ∈ C if and only if there exists a net
(xλ)λ∈Λ in C such that (τ(xλ)λ∈Λ converges to τ(x) for all continuous linear functionals τ on
X (see [13]). Hence u ∈ C. Therefore, C is weakly closed.

From this we obtain a second corollary, which gives another characterization of von Neu-
mann algebras.

Corollary 2.2. Let A be a ∗-algebra on a Hilbert space H. Then A is a von Neumann algebra
⇐⇒ A is weakly closed.

The following two theorems are very important in the context of von Neumann algebras.
We will give these theorems without proofs, since these are technical and difficult. For more
information consult [4],[13],[19],[24]. The first theorem, is Kaplansky’s Density Theorem. G.K.
Pedersen says the following about this theorem: "The density theorem is Kaplansky’s great
gift to mankind. It can be used every day, and twice on Sundays."’

Theorem 2.7. Let H be a Hilbert space H and A a C∗-subalgebra of B(H) with strong closure
B. Then:

• The self-adjoint elements of A are strongly dense in the set of self-adjoint elements of
B.

• The closed unit ball of the set of self-adjoint elements of A is strongly dense in the closed
unit ball of the set of self-adjoint elements of B.

• The closed unit ball of A is strongly dense in the closed unit ball of B.

• If A contains the identity, then the unitaries of A are strongly dense in the unitaries of
B.

The second theorem we will discuss is Sakai’s Theorem. Some books use the notion of
W ∗-algebras, which are characterized as C∗-algebras that are isomorphic to the dual space of
a Banach space. Sakai shows that the notion of W ∗-algebras and von Neumann algebras are
the same.
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2. Von Neumann algebras

Theorem 2.8. Let A be a C∗-algebra. Then A is ∗-isomorphic with a von Neumann algebra
⇐⇒ A is the dual of a Banach space.

2.3. Abelian von Neumann Algebras

We saw that every commutative C∗-algebra is isometrically isomorphic to C0(X), for some lo-
cally compact Hausdorff space X. Hence we can see every C∗-algebra as a "non-commutative"
function space. In this section we want to characterize commutative von Neumann algebras.

Definition 2.2. Let A be a C∗-algebra acting on a hilbert space H. We say that y ∈ H is a
separating vector for A if u(y) = 0⇒ u = 0 for all u ∈ A.

The notion of a separating vector has a connection with cyclic vectors and non-degenerate
actions. If x ∈ H is cyclic, then it is separating for A′. If A acts non-denegerately on H and
if x is separating for A′, then it is cyclic for A.

Lemma 2.2. Let A be an abelian von Neumann algebra acting non-degenerately on a separable
Hilbert space H. Then A has a separating vector.

Proof. By Zorn’s Lemma, we obtain a maximal set E of H, consisting of unit vectors x such
that the spaces Ax (x ∈ E) are pairwise orthogonal. If y ∈ H is a unit vector such that
y ⊥ Ax for each x ∈ E, then Ay is orthogonal to all Ax. This contradicts the maximality of
E, hence H is the orthogonal sum of all spaces Ax (x ∈ E). By assumption H is separable
which implies that E is countable. Therefore, E = {xn : n ≥ 1}, where xn ∈ H and ‖xn‖ = 1
for each n ∈ N. Define x :=

∑
n∈N 2−nxn. If u ∈ A and u(x) = 0, then u(xn) = 0 for

each n ∈ N, since (u(xn))n∈N consists of pairwise orthogonal elements. If v ∈ A, then
uv(xn) = vu(xn) = 0, hence u

(
Axn

)
= 0 for each n ∈ N. It follows that u = 0, hence x is a

separating vector for A.

Theorem 2.9. Let A be an abelian von Neumann algebra acting on a separable Hilbert space
H , that has a cyclic vector for A. Then there exist a second countable compact Hausdorff
space Ω, a positive measure µ ∈ M(Ω) (i.e. the Banach space of all regular complex Borel
measures on Ω), and a unitary u : H → L2(Ω, µ), such that uAu∗ is the von Neumann algebra
of all multiplication operators Mϕ on L2(Ω, µ), where ϕ ∈ L∞(Ω, µ).

Before we prove this theorem, we make some (crucial) observations.

Lemma 2.3. Let H be a separable Hilbert space. Then the closed unit ball of B(H) is
metrizable and separable with respect to the strong topology.

Proof. Since H is separable, we can find a countable dense subset {xn ∈ H : n ∈ N} in the
unit ball of H. Then define, for u and v in the closed unit ball of B(H), the map d :
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2.3. Abelian von Neumann Algebras

B(H)×B(H)→ R by d(u, v) =
∑∞
n=1 2−n ‖(u− v)(xn)‖. This defines a metric on the closed

unit ball of B(H), which induces the strong topology.

Lemma 2.4. If A is an abelian and separable C∗-algebra, then the character space Ω(A) is
second countable.

Proof. By assumption A is separable. Therefore, we can find a countable dense subset
D := {an ∈ A : n ∈ N} of A. Define T to be the smallest topology on Ω(A) for which ân

is continuous for each n ∈ N. Let B be the set of all elements a ∈ A such that â is continuous
with respect to T . Then B is a C∗-subalgebra of A such that D ⊂ B. Therefore, we conclude
that B = A. It follows that T coincides with the weak∗-topology on Ω(A), since this is the
smallest topology making all â continuous for each a ∈ A. Now let E be a countable base for
the topology on C. Then all finite intersections of the sets ân−1(U) (n ∈ N, U ∈ E) form a
countable base for the topology of Ω(A). This proves the lemma.

Now we are ready to prove the theorem.

Proof. Assume that x is an cyclic vector for A. We saw above, that the closed unit ball of
B(H) is metrizable and separable with respect to the strong topology, since H is separable by
assumption. Therefore, this is also true for the unit ball of A. Thus there exists a separable
C∗-subalgebra B of A that is strongly dense in A. Without loss of generality, we assume
that idH ∈ B. Now let ϕ : B → C(Ω(B)) be the Gelfand transform. By the lemma above
Ω(B) is second countable. Define τ : C(Ω(B)) → C to be the positive linear functional
τ(f) =

〈
ϕ−1(f)x, x

〉
. Now we can apply the Riesz-Markov Theorem. This gives us a positive

measure µ in the Banach space of all regular complex Borel measures on Ω(B), such that
τ(f) =

∫
f dµ for each f ∈ C(Ω(B)). Furthermore, we have an injective ∗-homomorphism

ψ : B → B(L2(Ω(B), µ)) given by ψ(v) = Mϕ(v) (multiplication operator). Let v ∈ B. Then∫
|ϕ(v)|2 dµ = τ

(
|ϕ(v)|2

)
=
〈
ϕ−1ϕ(v∗v)(x), x

〉
= ‖v(x)‖2

Therefore, we obtain a map U from Bx := {v(x) : v ∈ B} to C(Ω(B)), which is in particular
dense in L2(Ω(B), µ), by U(v(x)) = ϕ(v). Hence, this map is linear, well-defined and iso-
metric. Since x ∈ A was cyclic, Ax = H. By construction B is strongly dense in A, which
implies Bx = H. Therefore, we can extend U to a surjective unitary Ũ : H → L2(Ω(B), µ).
If v, w ∈ B, then ψ(x)Ũw(x) = ϕ(vw) = Ũvw(x). Hence ψ(v)Ũ = Ũv for each v ∈ B. This
gives rise to a ∗-isomorphism α : B(H)→ B(L2(Ω(B), µ)) by conjugation with Ũ , such that
α = ψ on B. Now let M be the von Neumann algebra of all multiplication operators on
L2(Ω(B), µ). By construction, B is strongly dense in A. Therefore uAu∗ = M , because α is
a homeomorphism with respect to the strong topologies.
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2. Von Neumann algebras

The following theorem gives a characterization of abelian von Neumann algebras on sepa-
rable Hilbert spaces. For more information about the proof see [13].

Theorem 2.10. Let A be an abelian von Neumann algebra on a separable Hilbert space
H. Then there exist a second countable compact Hausdorff space Ω and a positive measure
µ ∈ M(Ω) (the Banach space of all regular Borel complex measures on Ω) such that A is
∗-isomorphic to the C∗-algebra L∞(Ω, µ).

Proof. We may assume that idH ∈ A. By Lemma 2.2 there exists a separating vector x for A.
If p is the projection of H onto Ax. Then p ∈ A′. If K is a closed vector subspace of H, then
we have a projection p of H on K (see [18]). If u ∈ B(H), let up = uK be the compression of
u to K. If A is a ∗-algebra on H and p ∈ A′, set Ap = {up : u ∈ A} (for more details see [13]).
Now the map ϕ : A → Ap, u 7→ up is a ∗-homomorphism onto Ap, and since x is separating
for A, this map is injective and therefore a ∗-isomorphism. Clearly, ϕ is weakly continuous,
so ϕ(A) = Ap is a von Neumann algebra (see [13]) on p(H). Obviously, x is cyclic for Ap.
Note also that idp(H) ∈ Ap. Thus, to prove the theorem we have shown we may reduce to the
case where A contains idH and has some cyclic vector x. The result no follows from Theorem
2.9.

This theorem tells us that all abelian von Neumann algebras on separable Hilbert spaces
are (isomorphic to) spaces of the form L∞(Ω, µ). Therefore, we may see general von Neumann
algebras as non-commutative measure spaces. As in the case of C∗-algebras, we can look at
a von Neumann algebra generated by a single element.

Definition 2.3. Let S be a bounded operator on a Hilbert space H.The von Neumann
algebra generated by S and the unit is denoted by W ∗(S). It is the set of bounded operators
that commute with every operator commuting with S and is the smallest von Neumann algebra
containing S and the identity map idH. If S is self-adjoint (or normal), then W ∗(S) is a
commutative von Neumann algebra.

Observe that, if S is self-adjoint, then W ∗(S) is a commutative C∗-algebra containing
C∗(S). Now assume that there exists a net (Sλ)λ∈Λ in W ∗(S) that strongly converges to
some S0 ∈ B(H). Then S0 ∈ W ∗(S), since ‖(S0T − TS0)x‖ = limλ∈Λ ‖(SλT − TSλ)x‖ = 0
for each x ∈ H and for each operator T that commutes with S.

2.4. Weights on a von Neumann algebra

Weights on a von Neumann algebra generalize states. In particular, one obtains another
version of the GNS construction. The following definition is also important in connection
with von Neumann algbraic quantum groups.
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2.4. Weights on a von Neumann algebra

Definition 2.4. Let A be a von Neumann algebra. A weight on A is a map ω : A+ → [0,+∞]
such that:

∀a, b ∈ A+ : ω(a+ b) = ω(a) + ω(b)

∀a ∈ A+∀λ ∈ R+
0 : ω(λa) = λω(a)

Here we use the convention that 0 · (+∞) = 0 and that µ+∞ =∞ for each µ ∈ R+
0

From this definition we obtain that such a weight is an increasing function in the sense that
for a, b ∈ A+: a ≤ b implies ω(a) ≤ ω(b). We now introduce three important sets we need for
the theory of weights:

Fω := {a ∈ A+ : ω(a) <∞}

Nω := {a ∈ A : ω(a∗a) <∞}

Mω := N ∗
ω Nω ⊂ N ∗

ω ∩Nω

One observes that Nω is a left ideal in A. Moreover, Mω is a ∗-subalgebra of M which is
the linear span of Fω. In particular, we can extend ω uniquely to a positive linear form on
Mω, which we will denote by ω̃. From this we obtain the following three important properties
of a weight on a von Neumann algebra.

Definition 2.5. Let ω be a weight on a von Neumann algebra A. We say that ω is:

• semi-finite, if Mω is weakly dense in A.

• faithful, if a ∈ A+ and ω(a) = 0 implies a = 0.

• normal, for any bounded increasing net (aλ)λ∈Λ in A+ one has ω(supλ aλ) = supλ ω(aλ).

• tracial if ω(a∗a) = ω(aa∗) for each a ∈ A.

Here an example: Let H be a separable Hilbert space with basis (en)n∈N and let A be the
von Neumann algebra of all bounded operators on H, i.e. A = B(H). We then can define
ω(a) =

∑
n∈N 〈aen, en〉. This defines a faithful, normal and tracial weight on A. Moreover,

Nω is the set of Hilbert-Schmidt operators and Mω coincides with the trace-class operators.

Remember the GNS-construction from chapter 1. We will now discuss a related construction.
Let ω be a fixed weight on a von Neumann algebra A. Define the following set:

Nω := {a ∈ A : ω(a∗a) = 0}

By construction, Nω is a left ideal of A such that Nω ⊂ Nω. In particular, we can take the
quotient Nω/Nω. We denote the canonical quotient map from Nω to the quotient by πω, i.e.
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2. Von Neumann algebras

πω(a) = a+Nω. Have a look at the following expression:

〈a+Nω, b+ ω〉 := ω(b∗a)

The same arguments we used in chapter 1, show that this is an inner product which is well
defined on the quotient, hence we obtain a pre-Hilbert space. Its completion with respect to
the norm induced by the inner product is denoted Hω. Since by definition both Nω and Nω

are left-ideals, the quotient Nω/Nω is a left A-module. Note that we can extend the action of
A on Nω/Nω to an action on Hω by (ax)∗ax ≤ ‖a‖2 x∗x. Hence we obtain a representation
ϕω of A on Hω.

Proposition 2.2. Let ω be a semi-finite normal weight on the unital von Neumann algebra
A. Then (ϕω,Hω) is a non-degenerate normal ∗-representation. Furthermore, if ω is faithful,
then so is ϕω.

Proof. We first show that ϕω is a ∗-representation. For that let a ∈ A and x, y ∈ Nω. Then:

〈ϕω(a)(x+Nω), y +Nω〉 = 〈ax+Nω, y +Nω〉

= ω̃(y∗ax) = ω̃((a∗y)∗x)

= 〈x+Nω, ϕω(a∗)(y +Nω)〉

Hence we have a ∗-representation. Since A is unital, ϕω becomes non-degenerate. Normality
of ϕω follows from that of ω.

The triple (ϕω,Hω, πω) is called a semi-cyclic representation of A. If one is more interested
in the theory of semi-cyclic representations, one can consider [25]. There is a lot more to say
about weights, but this is not relevant for this thesis. We just remark that we want ϕω(A)
to be a von Neumann algebra, in particular, we want that ϕω(A)′′ = ϕω(A), but for this we
need normality of ω. The problem is that an arbitary von Neumann algebra in general does
not have enough normal states to construct such a representation. The solution is that a
von Neumann algebra does have enough normal weights. Observe that the assumption of a
semi-finite normal faithful weight seems to be strong, but there is the following lemma.

Lemma 2.5. Every von Neumann algebra admits a normal, faithful, semi-finite weight.

The key of the proof is the following proposition, which gives us several equivalent conditions
for a normal weight ([7]).

Proposition 2.3. Let ω be a weight on a von Neumann algebra A. The following are equiv-
alent:

1. ω is completely additive, i.e. ω (
∑
i∈I xi) =

∑
i∈I ω(xi) for any set (xi)i∈I in A+ with∑

i∈I xi ∈ A+.
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2.4. Weights on a von Neumann algebra

2. ω is normal.

3. There is a set (ωλ)λ∈Λ of positive, normal funtionals on A such that ω(a) = supλ ωλ(a)
for each a ∈ A.

4. There exists a set (ωλ)λ∈Λ of positive, normal functionals on A such that ω(a) =∑
λ ωλ(a) for each a ∈ A.

Here we omit the proof since it is a paper on itself. For details and more information we
refer to [4] and [7].
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3. Unbounded Operators

In the first chapter we discussed C∗-algebras and showed that each C∗-algebra can be realized
as a C∗-subalgebra of the bounded operators B(H) on a Hilbert space H. We are not going
to discuss the theory of bounded operators, since we assume this to be known. If this is not
the case, we refer to [18] as an introduction and to [17] for advanced theory.

3.1. Basic definitions

An operator T on a Hilbert space H is a linear map T : D(T )→ H, where the linear subspace
D(T ) ⊆ H is called the domain of T . We do not assume that T is bounded.
The graph of an operator T is defined by:

G(T ) := {(x, Tx) ∈ H ×H : x ∈ D(T )}

We say that an operator S is an extension of an operator T , or, in symbols, T ⊂ S, if
D(T ) ⊂ D(S) and Sx = Tx for each x ∈ D(T ). An operator is closed if G(T ) is a closed
subspace of H×H with respect to the norm coming from the inner product

〈(a, b), (c, d)〉 = 〈a, c〉+ 〈b, d〉 (3.1.1)

which turns H×H into a Hilbert space.
We know from the theory of bounded operators on a Hilbert space that each bounded operator
T has an adjoint T ∗. We want to have this notion also for the general setting of the operators
we just introduced. Define D(T ∗) as the set of all y ∈ H such that the map x 7→ 〈Tx, y〉
is continuous on D(T ). Now suppose that y ∈ D(T ∗). Then we can extend the map x 7→
〈Tx, y〉 to a continuous linear functional on H (by Hahn-Banach), so that by the Riesz-
Fréchet Theorem there exists T ∗y ∈ H with 〈Tx, y〉 = 〈x, T ∗y〉 for each x ∈ D(T ). For
uniqueness, suppose that z ∈ H also satisfies 〈Tx, y〉 = 〈x, z〉, then 〈x, T ∗y〉 = 〈x, z〉 and
therefore 〈x, T ∗y − z〉 = 0 for each x ∈ D(T ). To conclude that T ∗y − z = 0 and therefore
that T ∗y = z, we must require that D(T ) is dense in H. Therefore, we may conclude that
the operators that have an adjoint are the so called densely defined operators.
For the algebraic operations, we define in a natural way the following domains for the operators
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3. Unbounded Operators

T and S with the domains D(T ) and D(S) respectively:

D(S + T ) = D(T ) ∩ D(S)

D(ST ) = {x ∈ D(T ) : Tx ∈ D(S)}

Moreover: D(αT ) = H and αT = 0 for α ∈ R and α = 0, and for α 6= 0 we set D(αT ) = D(T )
with (αT )(x) = α(Tx) and x ∈ D(T ).
The following theorem says how the adjoint operation acts on products.

Theorem 3.1. Let S and T be densely defined operators on a Hilbert space H. Then S ⊂ T
implies T ∗ ⊂ S∗. Moreover, T ∗S∗ ⊂ (ST )∗. Furthermore: if S ∈ B(H), then T ∗S∗ = (ST )∗.

The proof of this is an exercise and is left to the reader.

Having covered the pertinent definition and properties we needed, we will now cover some
special types of operators, namely the symmetric and the self-adjoint ones. As for the case of
bounded operators, we will work out a spectral theorem for (possibly) unbounded self-adjoint
operators.

3.1.1. Symmetric and self-adjoint operators

We start with some definitions.

Definition 3.1. An operator T on a Hilbert space H is called symmetric if 〈Tx, y〉 = 〈x, Ty〉
for each x, y ∈ D(T ). This implies that a densely defined symmetric operator satisfies T ⊂ T ∗.
A symmetric operator T is called maximally symmetric if T ⊂ S implies S = T for S a
symmetric operator. If T = T ∗, we say that T is self-adjoint.

First, we make some observations about these definitions. If T is bounded and D(T ) = H,
i.e. T ∈ B(H), then symmetric means the same as self-adjoint. Notice that this does not hold
in general. A second observation is: if an operator T is densely defined and 〈Tx, y〉 = 〈x, Sy〉
for each x ∈ D(T ) and for each y ∈ D(S), then S ⊂ T ∗.

Let H = L2 ([0, 1]) be the well-known Hilbert space of all equivalence classes of Lebesgue
square integrable functions on the unit interval [0, 1]. Define the operator D for example on
D(D) = C1 ([0, 1]) by D(f) = f ′, where C1 ([0, 1]) is the space of all continuously differen-
tiable functions on [0, 1]. Notice that D is unbounded, since we can look at the sequence of
functions (fn)n∈N given by fn(x) = xn; then ‖fn‖2 = 1

2n+1 but ‖D(fn)‖2 = n2

2n−1 , so that D
is an unbounded operator.
Furthermore, define the operator M by M(f)(t) = tf(t) (which is a bounded operator).
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We can perform the following calculation:

(DM−MD)(f)(t) = DM(f)(t)−MD(f)(t) = D(tf(t))−M(f ′(t)) = f(t)+tf ′(t)−tf ′(t) = f(t)

Therefore, we obtain that DM −MD is the identity operator on C1([0, 1]). We know by
construction that one of the operators is unbounded. The question is whether this can also
happen if both operators are bounded. The following theorem about Banach algebras gives
us the negative answer.

Theorem 3.2. If A is a unital Banach algebra, then xy − yx 6= e for each x, y ∈ A.

Notice that the theorem answer our above question, since B(H) is a Banach algebra. More-
over, this in an important result in connection with quantum mechanics, since we have the
canonical commutation relation of Heisenberg [p, q] = − ih

2π .

Proof. We prove by contradiction: Suppose there are x, y ∈ A with xy − yx = e. We will
prove by induction that xny − yxn = nxn−1 for each n ≥ 1. The formula is true for n = 1 by
assumption. We have to show that the formula is also true for n+ 1, to which end we make
some computations:

xn+1y − yxn+1 = xn(xy − yx) + (xny − yxn)x = xne+ nxn−1x = (n+ 1)xn

Therefore, we see by induction that the formula holds. Now we can make an estimate:

n
∥∥∥xn−1

∥∥∥ = ‖xny − yxn‖ ≤ 2 ‖xn‖ ‖y‖ ≤ 2
∥∥∥xn−1

∥∥∥ ‖x‖ ‖y‖
hence n ≤ 2 ‖x‖ ‖y‖ for each n ≥ 1, which cannot be true for fixed x and y.

Now let us return to symmetric operators. Let H be a Hilbert space with inner product
〈·, ·〉. Then we can turn H×H, too, into a Hilbert space, as we remarked in formula (3.1.1).
Moreover, define V : H×H → H×H by V (a, b) = (−b, a). With the help of this operator it
is possible to obtain the graph of T ∗ from the graph of T . The following theorem makes this
precise.

Theorem 3.3. Suppose T is a densely defined operator on a Hilbert space H. Then

G(T ∗) = [V (G(T ))]⊥

where ⊥ means the orthogonal complement in H×H.

Proof. (y, z) ∈ G(T ∗) ⇐⇒ y ∈ D(T ∗), T ∗y = z ⇐⇒ 〈Tx, y〉 = 〈x, z〉 ∀x ∈ D(T ) ⇐⇒
〈(−Tx, x), (y, z)〉 = 0 ∀x ∈ D(T ) ⇐⇒ (y, z) ∈ [V (G(T ))]⊥.
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This theorem enables us to recover T ∗ (including its domain) from G(T ). But this theorem
has wider implications, since the orthogonal complement is always closed.

Corollary 3.1. Let T be a densely defined operator on a Hilbert space H. Then T ∗ is a closed
operator. In particular: self-adjoint operators are closed.

A second corollary follows from the observation that (M⊥)⊥ = M , if M ⊂ H is a closed
subspace in a Hilbert space, and from the fact that in every Hilbert space one has H =
M ⊕M⊥, where once again M is closed subspace.

Corollary 3.2. Suppose T is a densely defined closed operator on a Hilbert space H. Then
H×H = V (G(T ))⊕ G(T ∗).

The next theorem gives us information about symmetric and self-adjoint operators.

Theorem 3.4. Assume that T is a densely defined symmetric operator on a Hilbert space H.
Then:

1. If D(T ) = H, then T is self-adjoint and T ∈ B(H) (Hellinger-Toeplitz Theorem).

2. If T is self-adjoint and injective, then the image under T is dense in H, T is invertible,
and T−1 is self-adjoint.

3. If the image of T is dense in H, then T is injective.

4. If T is surjective, then T is self-adjoint as well as invertible and T−1 ∈ B(H).

Proof. To prove the four statements we will use some theory we have already established.

1. Since the general assumption is that T is symmetric, we know that T ⊂ T ∗. Now
suppose D(T ) = H. Then also T ∗ ⊂ T , hence T = T ∗ which means that T is self-
adjoint. Now Corollary 3.1 gives us the information that T is closed and therefore it is
continuous by the Closed Graph Theorem. Thus T ∈ B(H).

2. We first prove that the image R(T ) of T is dense in H. Therefore, suppose y ⊥ R(T ).
Then the map x 7→ 〈Tx, y〉 = 0 is continuous for each x ∈ D(T ). Thus y ∈ D(T ∗) by
definition. Since T is symmetric, we obtain 〈Tx, y〉 = 〈x, Ty〉 = 0 for each x ∈ D(T ).
This means that Ty = 0. But T was assumed to be injective, hence y = 0. Thus R(T )
is dense in H. From this we may conclude that T−1 is densely defined, with D(T−1) =
R(T ), and that (T−1)∗ exists. The reader can easily verify that G(T−1) = V (G(T )) and
V (G(T−1)) = G(−T ). Since T is assumed to be self-adjoint, we find that T is closed.
Thus −T is closed and therefore T−1 is closed by the previous relations. Now we infer
that H×H = V (G(T−1))⊕G((T−1)∗) and hence H×H = G(T−1)⊕V (G(T−1)). We may
conclude that G((T−1)∗) = G(T−1), which means, in particular, that (T−1)∗ = T−1.
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3. Assume that R(T ) is dense in H and suppose Tx = 0. Then 〈x, Ty〉 = 〈Tx, y〉 = 0 for
each y ∈ D(T ), hence y ⊥ R(T ). Thus x = 0.

4. Assuming that T is surjective, we may conclude by statement (3) that T is injective
and that D(T−1) = H. Now let x, y ∈ H be arbitrary. Then there are w, z ∈ D(T ) such
that x = Tz and y = Tw. Thus

〈
T−1y, y

〉
= 〈z, Tw〉 = 〈Tz,w〉 =

〈
x, T−1y

〉
, whence

T−1 is symmetric and therefore, by part (1) also T−1 is self-adjoint and bounded. Now
part (2) gives us that T = (T−1)−1 is self-adjoint, too. This proves the theorem.

At the end of this section we will discuss another important class of unbounded opera-
tors, namely the so-called essentially self-adjoint operators. Roughly speaking, one can say
that essentially self-adjoint operators lie between symmetric and self-adjoint operators. This
description becomes clearer if we study what it means for an operator to be closable.

Definition 3.2. An operator R : D(R)→ H on a Hilbert space H is called closable if there
exists a closed operator U : D(U) → H such that R ⊂ U . Every closable operator has a
smallest closed extension, called the closure, which we denote by T .

Suppose we have an arbitrary operator T : D(T ) → H on a Hilbert space H. One could
expect that we can obtain the closure T by taking the closure of the graph G(T ) of T in
H × H. The problem is that G(T ) need not be the graph of an operator. But there is the
following lemma.

Lemma 3.1. Let H be a Hilbert space and T : D(T )→ H an operator. If T is closable, then
G(T ) = G(T ).

Proof. Since T is closable, we may find a closed extension S : D(S) → H of T . This means
in particular that G(T ) ⊆ G(S). Therefore, if (0, x) ∈ G(T ), then x = 0. Now we will define
a new operator R : D(R)→ H. The domain will be

D(R) :=
{
x ∈ H : ∃y ∈ H : (x, y) ∈ G(T )

}
Since the vector we found is unique, we can define Rx = y. Observe that G(R) = G(T ), hence
R is a closed extension of T . But R ⊂ S which is an arbitrary closed extension. Therefore
one has R = T .

The following theorem gives us a connection between closable operators and adjoints.

Theorem 3.5. Let T : D(T )→ H be a densely defined operator on a Hilbert space H. Then:

1. T is closeable ⇐⇒ D(T ∗) is dense, in which case T = T ∗∗.

2. If T is closable, then (T )∗ = T ∗.
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Proof. The first part of the proof is a nice application of the theorems from the beginning of
this chapter.
=⇒: Suppose D(T ∗) is not dense inH. Then we can find x ∈ D(T ∗)⊥. Then (x, 0) ∈ (G(T ∗))⊥,
hence V (G(T ∗))⊥ is not the graph of an operator. But G(T ) = (V G(T ∗))⊥, hence T is not
closable.
⇐=: Observe that G(T ) is a linear subspace of H×H, hence we have:

G(T ) =
(
G(T )⊥

)⊥
=
(
V 2G(T )⊥

)⊥
= (V G(T ∗))⊥

But we know that the adjoint is closed, since T was densely defined, hence G(T ) is the graph
of T ∗∗.

Observe that the second part of the theorem follows from part one by T ∗ = T ∗ = T ∗∗∗ = (T )∗,
since we assume that T is closable.

The following corollary is a direct application of the first part of the theorem.

Corollary 3.3. Let T : D(T ) → H be a densely defined symmetric operator on a Hilbert
space H. Then T is closable.

Now we come to the class of essentially self-adjoint operators.

Definition 3.3. A symmetric operator T is called essentially self-adjoint if its closure T is
self-adjoint.

We want to develop a criterion that helps us to characterize essentially self-adjoint opera-
tors. To obtain this we first prove the so-called basic criterion for self-adjointness.

Theorem 3.6. Let T : D(T ) → H be a symmetric operator on a Hilbert space H. Then the
following three statements are equivalent:

1. T is self-adjoint.

2. T is closed and Ker(T ∗ ± i) = {0}.

3. R(T ± i) = H

Proof. (1) =⇒ (2) : Suppose T is self-adjoint and assume that there exists x ∈ D(T ∗) = D(T )
such that T ∗x = ix. By self-adjointness we obtain Tx = ix. Moreover:

i 〈x, x〉 = 〈ix, x〉 = 〈Tx, x〉 = 〈x, T ∗x〉 = 〈x, Tx〉 = i 〈x, x〉

hence x = 0. In the same way we obtain that T ∗x = −ix cannot have any non-trivial solution.
The result of Corollary 3.1 gives us the complete formulation of statement (2).
(2) =⇒ (3) : By assumption T ∗x = −ix has no non-trival solutions. First, we show that
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R(T − i) is dense in H. Therefore, assume that this is not the case. Then take y ∈ R(T − i)⊥.
Then 〈(T − i)x, y〉 = 0 for each x ∈ D(T ), hence y ∈ D(T ∗) and (T − i)∗y = (T ∗ + i)y = 0.
This contradicts the assumption that Ker(T ∗ + i) = {0}. Therefore, R(T − i) = H. The
next step is to show that R(T − i) is closed. Notice that since T ∗ = T the following equation
is true for each x ∈ D(T ):

‖(T − i)x‖2 = ‖Tx‖2 + ‖x‖2

Now let (xn)n∈N in D(T ) such that (T − i)xn → y0, then we can conclude from the previous
equality that xn → x0 for some x0 ∈ H. Since we assume that T is closed, we obtain
x0 ∈ D(T ). We observe that also (Txn)n∈N converges. Therefore, (T − i)x0 = y0. Thus
R(T − i) is closed, hence R(T − i) = H. The same arguments can be applied to prove
R(T + i) = H.
(3) =⇒ (1) : By assumption T is symmetric and therefore D(T ) ⊂ D(T ∗). We will prove the
other implication. Therefore, let x ∈ D(T ∗). Since R(T − i) = H, we can find y ∈ D(T )
such that (T − i)y = (T ∗ − i)x. We recall that D(T ) ⊂ D(T ∗), hence x − y ∈ D(T ) and
(T ∗− i)(x− y) = 0. Since R(T + i) = H and Ker(T ∗− i) = {0}, we obtain x = y. Therefore,
D(T ∗) = D(T ), which means that T is self-adjoint.

This criterion has a direct consequence for our characterization of essential self-adjointness.

Corollary 3.4. Let T : D(T )→ H be a symmetric operator on a Hilbert space H. Then the
following are equivalent:

• T is essentially self-adjoint.

• Ker(T ∗ ± i) = {0}.

• R(T ± i) = H.

3.2. Cayley Transform

We recall the map t 7→ t−i
t+i from complex analysis (i.e the Cayley Transform), which gives us

a bijective correspondence between the real line and the unit circle without 1. We will now
extend this to a bijective correspondence between symmetric operators and isometries. Thus
let T be self-adjoint operator (with D(T ) dense in H and T = T ∗). Then we want to define
U := (T − iI)(T + iI)−1. For this, we can consult Theorem 3.6. From this we know that
R(T + iI) = H. Moreover, we obtain that T + iI is injective. Thus we can define U : H → H
by Tx + ix 7→ x 7→ Tx − ix. This is a surjective isometry, which is therefore unitary. In
particular,

U = (T − iI)(T + iI)−1 (3.2.1)
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3. Unbounded Operators

is well-defined. This operator U is called the Cayley transform of T . We can now make some
observations about U : If x ∈ D(T ), then (I −U)(Tx+ ix) = Tx+ ix− (Tx− ix) = 2ix. This
means in particular that I − U is injective and that R(I − U) = D(T ). With this we find
(I + U)(Tx+ ix) = 2Tx, hence:

2Tx = (I + U)(Tx+ ix) = (I + U)(I − U)−1(2ix)

Therefore, we find Tx = i(I + U)(I − U)−1x for each x ∈ D(T ), or, in other words

T = i(I + U)(I − U)−1 (3.2.2)

Before we state the main theorem about the Cayley transform, we need a lemma.

Lemma 3.2. Let T be an operator on a Hilbert space H, such that T is an isometry, i.e.
‖Tx‖ = ‖x‖ for each x ∈ D(T ). Then the following holds:

1. For all x, y ∈ D(T ) : 〈Tx, Ty〉 = 〈x, y〉.

2. If R(I − T ) is dense in H, then I − T is injective.

3. If one of the three spaces D(T ),R(T ) and G(T ) is closed, then so are the other two.

Proof. To prove part one of the lemma, we use the following statement (which is not hard to
prove): For every Hilbert space H with inner product 〈·, ·〉, the following identity holds:

〈x, y〉 = 1
2π

∫ π

−π

∥∥∥x+ eiθy
∥∥∥2
eiθdθ

From this one can conclude (1) directly.
Now we prove the second statement: assume that x ∈ D(T ) and (I −U)x = 0, then Ux = x.
Then, by a little computation: 〈x, (I − U)y〉 = 0 for each y ∈ D(T ), hence x ⊥ R(I − U).
This means that x = 0, since we assumed that R(I − U) is dense in H. The last part
follows from the observation that we have the following equality: ‖Ux− Uy‖ = ‖x− y‖ =

1√
2 ‖(x, Ux)− (y, Uy)‖.

Now we are ready to formulate and prove the main theorem about the Cayley transform,
due to von Neumann:

Theorem 3.7. Let U be the Cayley transfrom (3.2.1) of a symmetric operator T on a Hilbert
space H. Then:

1. U is closed ⇐⇒ T is closed.

2. R(I − U) = D(T ), I − U is injective, and T can be reconstructed from U by (3.2.2).

3. U is unitary ⇐⇒ T is self-adjoint.
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3.2. Cayley Transform

4. Conversely: If V is an operator on H that is an isometry and if I −V is injective, then
V is the Cayley transform of a symmetric operator on H.

Proof. To prove this theorem we will use the theory we developed before:
(1) : Observe that, since D(U) = R(T + iI) by construction, the following equivalences hold:
T is closed ⇐⇒ R(T + iI) is closed ⇐⇒ D(U) is closed ⇐⇒ U is closed.

(2) : The second statement was already proven during our observations on I − U and I + U

above.

(3) : Assume that T is self-adjoint. ThenR(I+T 2) = H. But we have I+T 2 = (T+iI)(T−iI)
and I + T 2 = (T − iI)(T + iI) (where all operators have domain D(T 2)). This implies that
D(U) = R(T + iI) = H and R(U) = R(T − iI) = H. This means that U is a surjec-
tive isometry, and therefore it is unitary. For the converse, suppose U is unitary. Then
(R(I − U))⊥ = Ker(I − U) = {0} by part (2) of the theorem and hence by the normality of
I −U we have that D(T ) = R(I −U) is dense in H. Therefore we can define T ∗ and we find
T ⊂ T ∗. Now we want to prove that T ∗ ⊂ T in order to prove that T = T ∗. Thus suppose
that y ∈ D(T ∗). Then there exists y0 ∈ D(T ) with (T ∗ − iI)y = (T + iI)y0 = (T ∗ + iI)y0,
since R(T + iI) = D(U) = H. Observe, that the last equality holds, since we already saw that
T ⊂ T ∗. Let y1 = y−y0. Then y1 ∈ D(T ∗) and 〈(T − iI)x, y1〉 = 〈x, (T ∗ + iI)y1〉 = 〈x, 0〉 = 0
for each x ∈ D(T ). Therefore, we find y ⊥ R(T + iI) = R(U) = H. Thus y1 = 0, which
implies that y = y0 ∈ D(T ). This proves that T ∗ ⊂ T , and since T ⊂ T ∗, we obtain T ∗ = T .

(4) : Now assume that V is an isometric operator on H, such that I−V is injective. Then this
gives us a bijective correspondence z ↔ x between D(V ) and R(I − V ), by x = z− V z. Now
define an operator S with domain D(S) = R(I − V ), given by Sx = i(z + V z) if x = z − V z.
We want to show that S is symmetric. Let x, y ∈ D(S). Then there are z, u ∈ D(V ) with
x = z − V z and y = u − V u. Moreover, V is assumed to be an isometry, hence by Lemma
3.1 we obtain:

〈Sx, y〉 = i 〈z + V z, u− V u〉

= i 〈V z, u〉 − i 〈z, V u〉

= 〈z − V z, iu+ iV u〉

= 〈x, Sy〉

This proves that S is symmetric. Since we also find that 2iV z = Sx−ix and 2iz = Sx+ix for
z ∈ D(V ), we may conclude that V (Sx+ ix) = Sx− ix for x ∈ D(S) and D(V ) = R(S + iI).
Thus V is the Cayley transform of S.
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3.2.1. Spectral Theorem for Unbounded Operators

We recall one version of the spectral theorem for normal operators on a Hilbert space H (for
a proof see [13],[17]):

Theorem 3.8. If T ∈ B(H) is a normal operator on a Hilbert space H, then there exists a
unique resolution of the identity E on the Borel subsets of σ(T ) such that T =

∫
σ(T ) λ dEλ.

Here the notion of a resolution of the identity plays an important role. Since the version
of the spectral theorem for unbounded operators that we want to state here also uses this
construction, we will recall the definition.

Definition 3.4. Let B be the σ-algebra of a set Ω and let H be a Hilbert space. A resolution
of the identity on B is a map E : B → B(H) such that:

• E(∅) = 0, E(Ω) = 1;

• ∀A ∈ B: E(A) = E(A)∗ = E(A)2 (i.e. each E(A) is a projection);

• ∀A,B ∈ B: E(A ∩B) = E(A)E(B);

• ∀A,B ∈ B: A ∩B = ∅ =⇒ E(A ∪B) = E(A) + E(B);

• For each x, y ∈ H the function Ex,y : B → C defined by Ex,y(A) = 〈E(A)x, y〉 is a
complex regular Borel measure on B.

Now we make the connection with unbounded operators, unbounded measureable functions,
and the Cayley transform. The following theorem is the main result in this set-up. The
preperation and the proof may be found in [17].

Theorem 3.9. Let T be a self-adjoint operator on a Hilbert space H. Then there exists a
unique resolution of the identity E on the Borel sets of σ(T ) such that

〈Tx, y〉 =
∫ ∞
−∞

t dEx,y(t)

for each x ∈ D(T ) and each y ∈ H. Moreover, one has E(σ(T )) = I, i.e.

〈x, y〉 =
∫ ∞
−∞

dEx,y(t)

and
〈f(T )x, y〉 =

∫ ∞
−∞

f(t) dEx,y(t)

.
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3.3. Strongly continuous one-parameter unitary groups

In this section we want to discuss strongly continuous one-parameter unitary groups. The
main theorem of this section is Stone’s Theorem (which plays an important role in quantum
mechanics). We start with the definitions we need for this section.

Definition 3.5. Let H be a Hilbert space and {Ut}t∈R a family of bounded operators. This
collection is called a one-parameter group of operators if UtUs = Ut+s for each s, t ∈ R
and U0 = idH. If Ut is unitary for all t ∈ R, then we have a one-parameter unitary
group.

We can also look at the property of continuity. If the map t 7→ Ut is continuous in t0 ∈ R
with respect to the weak topology or the strong topology (see subsection 2.1), then we say that
{Ut}t∈R is weakly continuous or strongly continuous in t0 ∈ R, respectively. We call {Ut}t∈R
weakly continuous or strongly continuous if t 7→ Ut is weakly continuous or strongly continuous
for all t ∈ R, respectively. The following theorem tells us more about the connection of these
properties in the case where we handle a one-parameter unitary group.

Theorem 3.10. Let {Ut}t∈R be a one-parameter unitary group on a Hilbert space H. Then
the following statements are equivalent:

1. {Ut}t∈R is weakly continuous at t = 0.

2. 〈x, Utx〉 → 〈x, x〉 as t→ 0 for each x ∈ H.

3. {Ut}t∈R is strongly continuous in t = 0.

4. {Ut}t∈R is strongly continuous.

5. {Ut}t∈R is weakly continuous.

The proof of this theorem is straightforward from the definitions of the topologies if one
proves (1)⇒ (2)⇒ (3)⇒ (4)⇒ (5)⇒ (1) and is therefore left to the reader (see [11]). The
following theorem, due to von Neumann, shows that the property of strong continuity is not
very restrictive.

Theorem 3.11. Assume that {Ut}t∈R is a one-parameter unitary group on a separable Hilbert
space H. Then {Ut}t∈R is strongly continuous ⇐⇒ the map t 7→ 〈Utx, y〉 is Borel measurable
for each x, y ∈ H.

Proof. =⇒: This implication is the easy one. If the group is continuous with respect to the
strong topology, then t 7→ 〈Utx, y〉 is measurable for each t ∈ R and for all x, y ∈ H, being
continuous.
⇐=: For the converse we have to work a little bit more. Suppose that the maps are Borel
measurable, hence Lebesgue measurable. Observe that by Cauchy-Schwarz and ‖Ut‖ = 1 for
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each t ∈ R one has |〈Utx, y〉| = ‖x‖ ‖y‖, which implies that all maps t 7→ 〈Utx, y〉 are bounded.
Now define, for x ∈ H and a ∈ R, the linear functional

y 7→
∫ a

0
〈Utx, y〉 dt

Here we can also apply Cauchy-Schwarz to conclude that this linear functional is bounded by
|a ‖x‖|. Now we can apply the Riesz-Fréchet Theorem to conclude the existence of xa ∈ H
such that for each y ∈ H one has

〈xa, y〉 =
∫ a

0
〈Utx, y〉 dt

Therefore,

〈Ubxa, y〉 = 〈xa, U−by〉 =
∫ a

0
〈Utx, U−by〉 dt =

∫ a

0
〈Ut+bx, y〉 dt =

∫ a+b

b
〈Utx, y〉 dt

From this, we obtain |〈Ubxa, y〉 − 〈xa, y〉| ≤ 2b ‖x‖ ‖y‖, which implies that 〈Ubxa, y〉 → 〈xa, y〉
if b→ 0. Therefore, by conjugation we obtain

lim
t→0
〈y, Utxa〉 = 〈y, xa〉

We will be done if we can show that the span of the set {xa : x ∈ H, a ∈ R} is dense in H. Let
z ∈ {xa : x ∈ H, a ∈ R}⊥. By assumption, H is separable. Hence we can choose a countable
orthonormal basis

{
x(n)

}
n∈N

for H. Observe that for each n ∈ N and a ∈ R:

0 =
〈
x(n)
a , z

〉
=
∫ a

0

〈
Utx

(n), z
〉

This implies that the map t 7→
〈
Utx

(n), z
〉
is zero almost everywhere. Now define Sn ⊂ R

to be the set where the above map does not vanish and fix t0 ∈ R \
⋃
n∈N Sn. Notice that

t0 exists, since
⋃
n∈N is not equal to R (because Sn has measure zero for each n ∈ N). Then〈

Ut0x
(n), z

〉
= 0 for each n ∈ N, implies z = 0 since Ut0 is unitary and hence

{
Ut0x

(n)
}
n∈N

is

a basis for H. Since {xa : x ∈ H, a ∈ R}⊥ = {0}, the span of {xa : x ∈ H, a ∈ R} is dense.

3.3.1. Stone’s Theorem

Now we want to formulate Stone’s Theorem, which gives us a complete description of strongly
continuous one-parameter unitary groups ([11],[20]).

Theorem 3.12. Let H be a Hilbert space. If A : D(A)→ H is self-adjoint, then the operators
Ut := eitA (defined by Theorem 3.9 or by the bounded transform in the following section)
form a strongly continuous one-parameter unitary group. Conversely, if {Ut}t∈R is a strongly
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continuous one-parameter unitary group, then there exists a unique (densely defined) self-
adjoint operator A : D(A)→ H such that Ut = eitA for each t ∈ R.

The second part of Stone’s Theorem is highly non-trivial and is proven in [11],[15] and
[20]. The unique self-adjoint operator mentioned in this theorem is called the infinitesimal
generator of {Ut}t∈R. Observe that, in general, this generator A is unbounded. In particular
A ∈ B(H) if and only if t 7→ Ut is continuous in the norm topology (see [11]). In quantum
mechanics A plays the role of the Hamiltonian of the system. Moreover one can solve differ-
ential equations if one knows the thory of one-parameter groups (see [20]).
In general it is very difficult to find the infinitesimal generator of a one-parameter group
of unitaries. However, an simple example is the following (for more details see [20]): Let
H = L2(R) and define Utf(x) = f(x + t) for each t ∈ R. Then {Ut}t∈R is a strongly one-
parameter unitary group with infinitesimal generator A : D(A) → H. Here D(A) = H1(R)
and A(f) = 1

i f
′.

We said that it is difficult to say whether an operator is an infinitesimal generator or not.
But in the case of a semigroup of contractions (see [11],[20]) on a Banach space, one has the
Hille-Yosida Theorem ([17],[20]) which gives us a necessary and sufficient criterion for this.

Theorem 3.13. An linear operator T on a Banach space X is an infinitesimal generator
of a continuous one parameter contraction group {Qt}t≥0 ⇐⇒ T is densely defined, closed,
(0,∞) ⊂ ρ(T ) and

∥∥(T − λI)−1∥∥ ≤ 1
λ for each λ > 0.
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4.1. Basic properties

We just discussed the Cayley transform, which relates self-adjoint operators to unitary op-
erators. We now want to relate (possibly unbounded) self-adjoint operators to self-adjoint
bounded operators that are pure contractions. By definition: an operator T on a Hilbert space
H is a pure contraction if ‖Tx‖ < ‖x‖ for each x ∈ H \ {0}. In particular, pure contractions
are elements of B(H). An equivalent definition is the following: ‖T‖ ≤ 1 and ±1 /∈ σp(T ).

To see this assume that T is a self-adjoint operator such that ‖T‖ = 1. Then |〈Tx, x〉| ≤
‖T‖ ‖x‖ = 1 for each unit vector x ∈ H. If |〈Tx, x〉| = 1 for some unit vector of H, then

1 = |〈Tx, x〉| = ‖Tx‖ ‖x‖ ≤ ‖T‖ ‖x‖2 ≤ 1

Hence |〈Tx, x〉| = ‖Tx‖ ‖x‖ with x 6= 0 forces Tx = λx for some λ ∈ C and some unit vector
x ∈ H. Therefore, |λ| = 1. So we can conclude that ±1 /∈ σp(T ) if and only if |〈Tx, x〉| < 1
for each unit vector x ∈ H. Now assume that |〈Tx, x〉| < 1 for each unit vector x ∈ H.
Equivalently, assume |〈Tx, x〉| < ‖x‖2 for all x 6= 0. Let x, y ∈ H and choose ϕ ∈ R such that
eiϕ 〈Tx, y〉 = |〈Tx, y〉|. Then

〈
Tx, e−iϕy

〉
= <1

4

3∑
n=0

in
〈
T (x+ ine−iϕy), (x+ ine−iϕy)

〉
= 1

4
〈
T (x+ e−iϕy), x+ e−iϕy

〉
− 1

4
〈
T (x− e−iϕy), x− e−iϕy

〉
.

If x = 0 and y = 0, then

|〈Tx, y〉| < 1
4

∥∥∥x+ e−iϕy
∥∥∥2

+ 1
4

∥∥∥x− e−iϕy∥∥∥2
= 1

2 ‖x‖
2 + 1

2 ‖y‖
2 .

For x 6= 0, let y = Tx in the above to obtain:

‖Tx‖2 < 1
2‖x‖

2 + 1
2‖Tx‖

2

and hence ‖Tx‖ < ‖x‖. Conversely, if ‖Tx‖ < ‖x‖ for all x 6= 0, then | 〈Tx, x〉 | < ‖x‖2.
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4. The Bounded Transform

We first observe that the map h : R→ (−1, 1) given by

h(x) = x√
1 + x2

(4.1.1)

with inverse g : (−1, 1)→ R given by

g(x) = x√
1− x2

(4.1.2)

is a homeomorphism of R to (−1, 1). We will see that this gives rise to a bijective corre-
spondence of (possibly unbounded) self-adjoint operators and self-adjoint pure contractions
(in particular, one can extend this to a correspondence between closed operators and pure
contractions, which preserves self-adjointness).

Lemma 4.1. Let T : D(T ) → H be a self-adjoint operator on a Hilbert space H. Then the
domain D(T 2) of T 2 is dense in H and T 2 is self-adjoint on D(T 2). Moreover, I + T 2 is a
bijection from D(T 2) to H. The inverse of I + T 2 is a bounded self-positive linear operator.

Proof. By assumption T is self-adjoint and therefore densely defined and closed. The theorem
of von Neumann (stated after this proof) gives us the result that D(T 2) is dense and that T 2

is self-adjoint on D(T 2). Now we want to show that the operator I + T 2 is a bijection. We
know by Corollary 3.2 that H ×H = G(T ∗) ⊕ V (G(T )). Now let y ∈ H be arbitrary. Then
we can find x, z ∈ D(T ) = D(T ∗) such that

〈0, y〉 = 〈z, Tz〉+ V 〈x, Tx〉 = 〈z − Tx, Tz + x〉

Hence Tx = z, and
y = x+ Tz = x+ T 2x = (I + T 2)x

Therefore, I + T 2 is surjective. Moreover, observe that∥∥∥(I + T 2)x
∥∥∥2

=
〈
x+ T 2x, x+ T 2x

〉
= ‖x‖2 + 2 ‖Tx‖2 +

∥∥∥T 2x
∥∥∥2
≥ ‖x‖2

for each x ∈ D(T 2), which means that I+T 2 is injective. Now let y = (I+T 2)x for x ∈ D(T 2).
Then x = (I + T 2)−1y and∥∥∥(I + T 2)−1y

∥∥∥ = ‖x‖ ≤
∥∥∥(I + T 2)x

∥∥∥ = ‖y‖

Therefore, (I + T 2)−1 is bounded on H. Moreover,〈
(I + T 2)−1y, y

〉
= 〈x, y〉 = ‖x‖2 + ‖Tx‖2 ≤

∥∥∥(I + T 2)x
∥∥∥2

= ‖y‖

which shows that (I + T 2)−1 is symmetric, hence self-adjoint, since (I + T 2)−1 is bounded.
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4.1. Basic properties

Furthermore, one obtains 0 ≤ (I + T 2)−1 ≤ I.

In the proof of the lemma we used a theorem of von Neumann ([8],[16],[20]). The general
version of this theorem is the following.

Theorem 4.1. Let H be a Hilbert space and T : D(T )→ H a densely defined, closed operator.
Then T ∗T is a self-adjoint operator in H, and D(T ∗T ) is a core of T .

Reclaim that D(T ∗T ) is a core of T means the following: D(T ∗T ) ⊂ D(T ) such that

{(x, Tx) ∈ H ×H : x ∈ D(T ∗T )}

is dense in G(T ). This implies that D(T ∗T ) is dense in D(T ).

Proof. We know that H × H = G(T ) ⊕ V G(T ∗). Therefore, let (x, y) ∈ H × H and find
z ∈ D(T ) and w ∈ D(T ∗) such that (x, y) = (z, Tz) + (−T ∗w,w). If y = 0, then x = z− T ∗w
and 0 = Tz + w, hence Tz = −w ∈ D(T ∗) and x = (1 + T ∗T )z. Since x ∈ H was arbitrary,
it follows that R := 1 + T ∗T is surjective. Moreover, R−1 is symmetric such that

∥∥R−1∥∥ ≤ 1.
Hence R−1 is symmetric and bounded. Therefore, R and T ∗T are self-adjoint. This implies
that T ∗T is densely defined. Now we will also show that D(T ∗T ) is a core for T . Therefore,
let x ∈ D(T ) and y ∈ D(T ∗T ) and assume (x, Tx) ⊥ (y, Ty). Then

0 = 〈u, v〉+ 〈Tu, Tv〉 = 〈x, (1 + T ∗T )y〉 = 〈x,Rv〉

But R has range H if the domain is D(T ∗T ). Hence x = 0. This proves the claim.

Proposition 4.1. Let T be a (possible unbounded) self-adjoint operator. Then T
√

(I + T 2)−1

is a pure contraction.

Proof. By the previous lemma, the operator (I+T 2)−1 is a bounded positive operator. Hence
we can take the square root. Injectivity of (I + T 2)−1 implies injectivity of

√
(I + T 2)−1. By

Theorem 3.4,R(
√

(I + T 2)−1) is dense inH. Observe that
√

(I + T 2)−1 mapsR(
√

(I + T 2)−1)
toR((I+T 2)−1) = D(T 2) ⊆ D(T ). So we can define S := T

√
(I + T 2)−1 onR(

√
(I + T 2)−1).

To show that S is bounded on the latter, let x ∈ H be arbitrary:∥∥∥∥S√(I + T 2)−1x

∥∥∥∥2
=
∥∥∥T (I + T 2)−1x

∥∥∥2

≤
〈

(I + T 2)−1x, x
〉

=
∥∥∥∥√(I + T 2)−1x

∥∥∥∥2
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4. The Bounded Transform

So we may extend S to all of H by continuity, with ‖S‖ ≤ 1. In fact, this extension, which we
also denote by S, is a pure contraction. Let x ∈ H\{0}. Then by injectivity of

√
(I + T 2)−1:

‖Sx‖2 =
〈
x, S2x

〉
= ‖x‖2 −

∥∥∥∥√(I + T 2)−1x

∥∥∥∥2
< ‖y‖

As stated in the begin of this section, we also want to go from pure contractions to (possibly
unbounded) self-adjoint operators. The following lemmas gives us the first piece of information
we need for this.

Lemma 4.2. If S is a self-adjoint pure contraction, then I − S2 is positive and
√
I − S2 is

an injective operator with dense range.

Proof. Supposing S is a self-adjoint pure contraction, we have ‖Sx‖ < ‖x‖ for each x ∈ H\{0}.
Now we have 〈

(I − S2)x, x
〉

= 〈x, x〉 −
〈
S2x, x

〉
= ‖x‖2 − ‖Sx‖2

But since S is a pure contraction, we obtain
〈
(I − T 2)x, x

〉
≥ 0, which means that I − S2

is positive. Thus we may conclude that the square root of the operator I − S2 exists. The
following claim is that

√
I − S2 is injective. Suppose

√
I − S2x = 0. Then

0 =
〈√

I − S2x,
√
I − S2x

〉
=
〈

(I − S2)x, x
〉

= ‖x‖2 − ‖Sx‖2

Thus ‖Sx‖ = ‖x‖, which implies that x = 0, since S is a pure contraction. Density of the
range follows directly from the fact that T is self-adjoint and injective (cf. Theorem 3.4).

By injectivity of
√
I − S2, the inverse exists on R(

√
I − S2). Therefore, the expression

T := S
√
I − S2−1 is well defined on D(T ) = R(

√
I − S2). We will show that T is self-

adjoint. For this, one observes that S
√
I − S2−1

x =
√
I − S2−1

Sx for each x ∈ D(T ) since
S : D(T ) → D(T ). One can think that

√
I − S2−1

Sx is defined for more x ∈ H than
S
√
I − S2−1

x. But this is not the case. In particular one has x ∈ D(T ) if and only if
Sx ∈ D(T ). To see this, assume that Sx ∈ D(T ). This means that there exists y ∈ H such
that Sx =

√
I − S2y. This can be rewritten as

S2x = S
√
I − S2−1

y =
√
I − S2−1

Sy

From this one obtains
(I − S2)x = x−

√
I − S2−1

Sy

and hence √
I − S2−1

(√
I − S2−1

x+ Sy

)
= x

which implies that x ∈ D(T ). So we obtain x ∈ D(T ) if and only if Sx ∈ D(T ). From this
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4.1. Basic properties

we obtain that S
√
I − S2−1 is symmetric since for x, y ∈ D(T )〈

S
√
I − S2−1

x, y

〉
=
〈√

I − S2−1
Sx, y

〉
=
〈
Sx,

√
I − S2−1

y

〉
=
〈
x, S

√
I − S2−1y

〉

hence G
(
S
√
I − S2−1) ⊆ G ((S√I − S2−1)∗). For the other inclusion, let x ∈ D((S

√
I − S2−1)∗).

Then Sx ∈ D(
√
I − S2−1) and

√
I − S2−1

Sx =
(
S
√
I − S2−1)∗

x. Since we saw that
x ∈ D(T ) if and only if Sx ∈ D(T ), we obtain

S
√
I − S2−1

x =
√
I − S2−1

Sx =
(
S
√
I − S2−1

)∗
x

This yields the other inclusion. Hence, T is self-adjoint.

At this stage we can formulate our first result.

Theorem 4.2. For a (possibly unbounded) self-adjoint operator T , define

S := T
√
I + T 2−1

(4.1.3)

Then S is a pure contraction. Moreover,

T = S
√
I − S2−1

(4.1.4)

In particular, these formulate a bijective coorespondence between the class of (possibly un-
bounded) self-adjoint operators and the class of self-adjoint pure contractions.

Proof. If T is determined by S, then I + T 2 = (I − S2)−1, so that
√
I − S2 =

√
I + T 2. This

yields:
S = S

√
I − S2−1√

I − S2 = T
√
I − S2 = T

√
I + T 2

In the same way, one obtains that if S is determined by T , then I − S2 = (I + T 2)−1,
whence S can be reproduced by T . We still have to show that the domains match. For that
we have to show that D(T ) = R(

√
(I + T 2)−1) by the previous observation. The inclusion

R(
√

(I + T 2)−1) ⊆ D(T ) was already mentioned in the proof of Proposition 4.1. For the
other inclusion, let x ∈ D(T ). Then x =

√
(I + T 2)−1(ST +

√
(1 + T 2)−1)x, where S =

T
√

(I − T 2)−1. To see this, let y ∈ H be arbitary. Then:〈
y,
√

(I + T 2)−1STx

〉
+
〈
y, (I + T 2)−1x

〉
= 〈y, x〉

We want to understand this construction a little bit better. In particular, we are going to
work out this for the bounded case.
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4. The Bounded Transform

Proposition 4.2. Suppose T ∈ B(H) is self-adjoint, and let S be its bounded transform.
Then

C∗(T ) = C∗(S) (4.1.5)

Moreover, σ(T ) ⊂ R and σ(S) ⊂ (−1, 1) are homeomorphic via the maps (4.1.1) and (4.1.2).
In particular,

σ(T ) =
{
λ(1− λ2)−

1
2 : λ ∈ σ(S)

}
σ(S) =

{
λ(1 + λ2)−

1
2 : λ ∈ σ(T )

}

Proof. The second part of the proposition follows from the Spectral Mapping Theorem from
Functional Analysis (see [13],[17]). The same theorem gives also an isomorphism between
C∗(T ) and C∗(S), but we claim that equality holds. For this, observe that the function given
by formula (4.1.2) is continuous on σ(S), such that T = g(S), hence T ∈ C∗(S), which gives
us the inclusion C∗(T ) ⊆ C∗(S). Similary, we can apply (4.1.1) to obtain S = h(T ), hence
we obtain C∗(S) ⊆ C∗(T ). This gives us the equality we want.

Now we want to generalize the result to the case of real interest, where T is self-adjoint but
possibly unbounded. The following theorem states how the spectra are related.

Theorem 4.3. Let T be a possibly unbounded self-adjoint operator, with bounded transform
S. Then we have the following relation between the two spectra:

σ(T ) =
{
λ(1− λ2)−

1
2 : λ ∈ σ(S) ∩ (−1, 1)

}
(4.1.6)

σ(S) =
{
λ(1 + λ2)−

1
2 : λ ∈ σ(T )

}
(4.1.7)

Proof. Observe that by Lemma 4.2 and formula (4.1.3) the operator
√

1− S2 is a bijection
from H to R(

√
1− S2) = D(T ). Now let λ ∈ C \ σ(T ) (i.e. λ is an element of the resolvent

ρ(T ) of T ). This implies that T − λI is invertible and therefore bijective. In particular,
T − λI is a bijection from D(T ) to H. Thus by composition we have a bijection H → H;
equivalently, (T − λI)(

√
I − S2) is invertible. By our bounded transform, this is equivalent

to the statement that S − λ
√
I − S2 is invertible. We thus come to the conclusion that

λ ∈ ρ(T ) ⇐⇒ S − λ
√
I − S2 is a bijection. By negation of this statement we obtain λ ∈

σ(T )⇐⇒ S − λ
√
I − S2 is not invertible. Now recall the fact that σ(f) = R(f) if f ∈ C(X)

with X a compact Hausdorff space. Since S is bounded, σ(S) is compact (and Hausdorff).
We now look at the function kλ(x) = x − λ

√
1− x2, which is an element of C(σ(S)). In

particular, kλ is not invertible if and only if λ ∈ R(k0). Now observe that kλ(±1) = ±1 for
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4.2. Spectral Theorem

each λ. From this, (4.1.6) follows. The same argument yields that µ ∈ σ(S) ∩ (−1, 1) comes
from λ ∈ σ(T ). But since σ(S) is compact and hence closed in [−1, 1] we obtain (4.1.7).

4.2. Spectral Theorem

We already mentioned that σ(T ) is compact if T is a bounded operator. In general, this is
not the case if T is unbounded. It is necessary to look at the various function spaces we know,
for example C(σ(T )), Cb(σ(T )) and C(σ(T )). Even though S is a bounded operator, so that
σ(S) is compact, writing

σ̃(S) = σ(S) ∩ (−1, 1) (4.2.1)

it is also possible to look at C0(σ̃(S)), Cb(σ̃(S)) or C(σ̃(S)). Notice that C(σ(S)) consists of all
u ∈ Cb(σ̃(S)) for which limy→±1 u(y) exists, where this limit is 0 if and only if u ∈ C0(σ̃(S)).
Define the following two spaces:

C∗0 (S) := {u(S) : u ∈ C0(σ̃(S))}

C∗c (S) := {u(S) : u ∈ Cc(σ̃(S))}

as the relevant images under the continuous functional calculus for the the bounded operator
S. This gives rise to the following inclusions:

C∗c (S) ⊂ C∗0 (S) ⊂ C∗(S)

We first want to define f(T ) for f ∈ C0(σ)(T ). Therefore, recall that we have the map
g : (−1, 1) → R from the start (see (4.1.2)), as well as the bounded transform S of T . Since
we define σ̃(S) in (4.2.1), we obtain f ◦ g : σ̃(S)→ C such that f ◦ g ∈ C0(σ̃(S)). Therefore,
we define

f(T ) := (f ◦ g)(S) (4.2.2)

In what follows, we use the following lemma.

Lemma 4.3. C∗c (S)H is dense in H, or in other words C∗c (S)H = H.

Proof. To prove this, we use the spectral theorem for self-adjoint operators (Theorem 3.6,[17],[20]).
From this, we obtain S =

∫
σ(S) λ dEλ and f(S) =

∫
σ(S) f(λ)dEλ for all Borel functions f on

σ(S). Now we define a sequence of functions (gn)n∈N, where gn is the function that is zero on(
−1, 1

n − 1
]
∪
[
1− 1

n , 1
)
, one on

[
2
n − 1, 1− 2

n

]
and linearly interpolated in between. There-

fore, we get a sequence of compact supported functions, which tends, in the pointwise limit,
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4. The Bounded Transform

to the identity 1 on (−1, 1). Now we can also restrict all gn to σ̃(S). Then gn → 1σ̃(S). Since
gn ≤ 1 for each n ∈ N, we can use Lebesgue’s Dominated Convergence Theorem to conclude:

lim
n→∞

gn(S) = lim
n→∞

∫
σ(S)

gn(λ) dE(λ) =
∫
σ(S)

lim
n→∞

gn(λ) dE(λ) = 1σ̃(S)

In the view of the inclusions above, we also have C∗0 (S)H = H. Let h ∈ Cb(σ(T )). Then we
want to define h(T ) on C∗0 (S)H by

h(T )(f(T )x) := (hf(T ))x (4.2.3)

Since f ∈ C0(σ(T )) and h ∈ Cb(σ(T )), we may conclude that hf ∈ C0(σ(S)), hence the right
hand side is well-defined by the previous definitions. Since we know that C∗0 (S)H = H, we
want to extend h(T ) to the whole Hilbert space H, but this requires boundedness of h(T ).
This is the following lemma.

Lemma 4.4. The operator h(T ) is bounded on C∗0 (S)H, i.e. ‖h(T )‖ ≤ ‖h‖∞.

Proof. To prove boundedness let ε > 0 be arbitrary. Hence we can finde a compact subset
K ⊂ R such that |h(x)f(x)| < ε for each x /∈ K. During this proof let h̃ = h ◦ g (with g as in
(4.1.2)). Furthermore let χX\K be the characteristic function on the complement of K. Now
take h to be χX\Khf . Then, by the Borel functional calculus for bounded operators on H,
we obtain ∥∥∥∥ ˜(χX\Khf)(S)x

∥∥∥∥ ≤ ∥∥∥∥ ˜(χX\Khf)(S)
∥∥∥∥ ‖x‖ ≤ ∥∥∥∥ ˜(χX\Khf)

∥∥∥∥
∞
‖x‖ < ε ‖x‖

From that and the homomorphism property of the Borel functional calculus:

‖(hf)(T )x‖ =
∥∥∥(̃hf)(S)x

∥∥∥
=
∥∥∥∥ ˜(χKhf)(S)x+ (h̃f − χ̃Khf)(S)x

∥∥∥∥
≤
∥∥∥∥ ˜(χKhf)(S)x

∥∥∥∥+
∥∥∥∥ ˜(χX\Khf)(S)x

∥∥∥∥
=
∥∥∥∥(̃χKh)(S)f̃(S)x

∥∥∥∥+
∥∥∥∥ ˜(χX\Khf)(S)x

∥∥∥∥
<

∥∥∥∥(̃χKh)
∥∥∥∥
∞
‖f(T )x‖+ ε ‖x‖

≤ ‖h‖∞ ‖f(T )x‖+ ε ‖x‖

For the last estimation we used that
∥∥∥∥(̃χKh)

∥∥∥∥
∞
≤
∥∥∥h̃∥∥∥

∞
= ‖h‖∞. Observe that the last

expression is independent of the compact set K. Therefore, ε may tend to zero. This yields
boundedness and the inequality we wanted.
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4.2. Spectral Theorem

Now we go one step further: we want to do the same for (possibly unbounded) functions in
the space C(σ(T )). Thus let h ∈ C(σ(T )) and define an operator h0(T ) : D(h0(T ))→ H by

h0(T )(f(T )x) = (hf)(T )x (4.2.4)

where

D(h0(T )) := Span {f(T )x : f ∈ Cc(σ(T )), x ∈ H} (4.2.5)

We cannot repeat often enough that σ(T ) is not compact in general, and therefore h is not
bounded in general. But the above definition of h0(T ) is sound, since f ∈ Cc(σ(T )) and
therefore hf ∈ Cc(σ(T )). Hence the right-hand side is well-defined by the above formulae.

Now we will use Theorem 3.5 to show that h0(T ) is closable. Therefore, suppose that
f(T )x, g(T )y ∈ D(h0(T )). Then we can make the following computation:

〈g(T )y, h0(T )(f(T )x)〉 = 〈y, g(T )(hf)(T )x〉 = 〈y, (ghf)(T )x〉 (4.2.6)

〈
(gh)(T )y, f(T )x

〉
=
〈
y, (gh)f(T )x

〉
= 〈y, (ghf)(T )x〉 (4.2.7)

This implies that D(h0(T )) ⊆ D(h0(T )∗). Moreover, D(h0(T )∗) is dense in H, whence h0(T )
is closable by Theorem 3.5. Therefore, define

h0(T )∗(g(T )x) := (gh)(T )x

Notice: if h is real-valued, then h0(T ) is a symmetric operator. Now we are ready to give our
construction of h(T ): define h(T ) to be the closure of h0(T ), i.e.

h(T ) := h0(T )

Theorem 3.5 now implies that D(h(T )) consists of all x ∈ H for which there exists a sequence
(xn)n∈N in D(h0(T )) with limit x ∈ H, with the property that the sequence (h0(T )xn)n∈N
also converges in H. Thus we obtain h(T )x = limn→∞ h0(T )xn. If now h = h, then we want
h0(T ) to be essentially self-adjoint in order to conclude that h(T )∗ = h(T ). Hence we need
the following theorem.

Theorem 4.4. Let h ∈ C(σ(T )) be real valued. Then h(T ) is self-adjoint. More generally,
one has h(T )∗ = h(T ).

To prove this result we want to use the following auxiliary theorem of Nelson (see [15]).

Theorem 4.5. Let {Q(t)}t∈R be a strongly continuous unitary group of operators on a Hilbert
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4. The Bounded Transform

space H. Let K : D(K) → H be densely defined and symmetric. Assume that D(K) is
invariant under {Q(t)}t∈R, i.e. Q(t) : D(K)→ D(K), and assume that {Q(t)}t∈R is strongly
differentiable on D(K), then i−1 dQ(t)

dt is essentially self-adjoint on D(K) and its closure is
the infinitesimal generator of {Q(t)}t∈R.

This theorem gives us the following: if we can prove that dQ(t)
dt x = iKQ(t)x for each

x ∈ D(K), then we may infer that K is essentially self-adjoint. Having this we can start the
proof of our theorem.

Proof. For the proof set c = h0(T ) for h ∈ C(σ(T )) and define Q(t) = eith(T ) for t ∈ R
and f ∈ Cc(σ(T )) by Q(t)(f(T )x) = (eithf)(T )x. Then one can see that {Q(t)}t∈R defines
a strongly continuous one-parameter group of unitaries. What we now want to show is that
c = h0(T ) is essentially self-adjoint. This can be done with the aid of the previous theorem
and the following estimate:

∥∥∥∥Q(t+ s)f(T )x−Q(t)f(T )x
s

− icQ(t)f(T )x
∥∥∥∥ =

∥∥∥∥∥eish̃f̃(S)− f̃(S)
s

− i(h̃f̃)(S)
∥∥∥∥∥

≤
∥∥∥∥∥eish̃f̃ − f̃s

− ih̃f̃
∥∥∥∥∥
∞

Here we use the fact that {Q(t)}t∈R is a one-parameter group of unitary operators, hence
Q(t) preserves the norm for each t ∈ R, which is the reason that we can omit it from the
computation. The last inequality comes from the fact that S is a pure contraction, so that
‖S‖ ≤ 1. Therefore, we can now take the limit to see the following:

lim
s→0

∥∥∥∥∥eish̃f̃ − f̃s
− ih̃f̃

∥∥∥∥∥
∞
≤ lim

s→0
‖f‖∞ ·

∥∥∥∥∥eish̃ − 1
s

− ih̃
∥∥∥∥∥
∞
≤ ‖f‖∞ ·

∥∥∥h̃∥∥∥
∞
· lim
s→0

∞∑
n=2

sn

n! = 0

Thus, we proved that c = h0(T ) satiesfies the condition of the previous theorem, which implies
that c = h0(T ) is essentially self-adjoint. Together with the observation before the theorem
we can conclude that h(T ) is self-adjoint, which means in particular that h(T )∗ = h(T ).

The idea to define h(T ) in this way comes from multiplier algebras we introduced in section
1.6. If A is a commutative algebra, M(A) only consists of maps ϕ : A → A such that
ϕ(ab) = aϕ(b) for each a, b ∈ A. In the case that A is a C∗-algebra, an additional requirement
is the boundedness of ϕ. If one omits this property, then we obtain the unbounded multiplier
algebra. For this concept, let A be a commutative C∗-algebra. The unbounded multiplier
algebra of A, denoted by UM(A), consists of closed maps ϕ : D(ϕ) → A, where D(ϕ) is a
dense ideal in A and ϕ(ab) = aϕ(b) holds for each a ∈ A and b ∈ D(ϕ). As an important
example we obtain

UM(C0(X)) ∼= C(X)
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4.2. Spectral Theorem

Here we use the identification ϕ↔ ϕf , where f ∈ C(X), ϕf (g) = fg and

D(f) = {g ∈ C0(X) : fg ∈ C0(X)}

Moreover, this leads to the following inclusions:

C∗c (S) ⊂ C∗b (S) ⊂ C∗(S) ⊂M(C∗0 (S)) ⊂M(C∗c (S))

Observe that M(C∗0 (S)) is a C∗-algebra contained in B(H), whereas M(C∗c (S)) consists
also of unbounded operators. Conceptually, what is going on here is that we extend the
homomorphism C0(σ(T ))→ B(H) to the multiplier algebraM(C0(σ(T ))) ∼= Cb(σ(T )).

4.2.1. Examples for special types of functions

We now have the theorem above and we want to have a look to some examples. Thus suppose
that T is a (possibly unbounded) self-adjoint operator on a Hilbert spaceH and let h = idσ(T ),
so that h : σ(T )→ σ(T ) is defined by h(λ) = λ, hence h ∈ C(σ(T )). Recall that we first have
to look at the operator h0(T ) : D(h0(T ))→ H defined by

h0(T )(f(T )x) = (hf)(T )x

for x ∈ H and f ∈ Cc(σ(T )). In particular, we obtain

h0(T )(f(T )x) = (hf)(T )x = Tf(T )x

Now let x ∈ D(h(T )). Then there exists a sequence xn ∈ D(h0(T )) with xn → x and
h0(T )xn → h(T )x. Since we know what D(h0(T )) looks like, we may say xn = fn(T )ψn for
fn ∈ Cc(σ(T )) and ψn ∈ H for each n ∈ N. Then:

h(T )x = lim
n→∞

h0(T )(fn(T )ψn) = lim
n→∞

Tfn(T )ψn = Tx

Therefore, we observe that the identity function does what it is supposed to do.

Another important example is the following: Define h(λ) = 1
λ−µ where µ /∈ σ(T ) is fixed

and λ ∈ σ(T ). Then h0(T )(f(T )x) = (hf)(T )x for x ∈ H and f ∈ Cc(σ(T )). Furthermore,

(hf)(T )x = f(T )
T − µ

x

Now assume that x ∈ D(h(T )). Then there exists a sequence (xn)n∈N in D(h0(T )) such that
xn → x and h0(T )xn → h(T )x. In particular, xn = fn(T )ψn for certain fn ∈ Cc(σ(T )) and
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4. The Bounded Transform

ψn ∈ H for each n ∈ N. Hence

h(T )x = lim
n→∞

h0(T )(fn(T )ψn) = lim
n→∞

fn(T )
T − µ

x = 1
T − µ

x

Hence by our construction we obtain the continuous functional calculus we were after.

4.2.2. Bounded Borel functions

The goal of this section is to develop a functional calculus for bounded Borel functions. In par-
ticular, we assume the reader to be familiar with the results for the bounded Borel functional
calculus for bounded operators. Here are some results for bounded self-adjoint operators (see
[2]).

Theorem 4.6. Let T be a bounded self-adjoint operator on a Hilbert space H. Then there
exists a unique map ϕ from the bounded Borel functions on σ(T ) into the space of bounded
operators on H, in particular ϕ : Bb(σ(T ))→ B(H), given by f 7→ f(T ) := ϕ(f) such that:

• ϕ is a unital ∗-homomorphism

• ϕ is norm-continuous, in particular ‖ϕ(f)‖ ≤ ‖f‖∞

• ϕ(1) = T

• If (fn)n∈N is a bounded monotone sequence in Bb(σ(T )) converging pointwise to f , then
ϕ(fn) converges strongly to ϕ(f)

The idea of the proof is to use the Riesz Representation Theorem to find a measure µx for
x ∈ H on the Borel sets of σ(T ) such that we can define f(T ) implicitly by

〈x, f(T )x〉 :=
∫
σ(T )

f(λ)µx(λ)

We now want to extend this idea of the bounded Borel functional calculus to (possibly)
unbounded operators on a Hilbert space H. Therefore, suppose that f : R→ R is a bounded
Borel function, e.g. a characteristic function χA, for A ⊂ R a Borel set. Let T be a (possibly
unbounded) self-adjoint operator with bounded transform S, in particular g(S) = T . We want
to give a meaning to f(T ). Therefore, we look at what we did for our continuous functional
calculus. In particular, we look at formula (4.2.2) and therefore at the function f ◦ g(S).
Since f is a bounded Borel function and g is a bounded continuous function, the composition
is a bounded Borel function. Note that we can restrict g to σ̃(S), hence g|σ̃(S) : σ̃(S) → R.
By composition with f we obtain f ◦ g : σ̃(S)→ R. Therefore, we can define

f(T ) := f(g(S)) (4.2.8)
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4.3. Bounded transform affilliated to a von Neumann algebra

Notice that we can now apply all facts we know from the theorem above about the bounded
functional calculus for bounded self-adjoint operators, since the bounded transform S is self-
adjoint. Notice that the assignment f 7→ f(T ) gives us a map from Bb(R) to B(H), which
supports the intuitive idea that we obtain something bounded if we apply a bounded function
to an unbounded operator. We can now combine the previous theorem with our new definition
to obtain the following theorem.

Theorem 4.7. Let T : D(T )→ H be a (possibly) unbounded self-adjoint operator on a Hilbert
space H. Then there exists a map ψ : Bb(R) → B(H) given by ψ(f) = f(T ) := f(g(S)) with
the following properties:

• ψ is a unital ∗-homomorphism

• ψ is norm-continuous, in particular ‖ψ(f)‖ ≤ ‖f ◦ g‖∞

• If (hn)n∈N is a bounded sequence of functions converging pointwise to h(x), then hn(T )
converges strongly to h(T ) on D(T )

4.3. Bounded transform affilliated to a von Neumann algebra

The motivation of this section is the fact that unfortunately unbounded operators do not form
an algebra under composition or even the Jordan product. But most physical applications
use unbounded operators, i.e. the Laplacian or the momentum and position operators on
L2(R). We want to make the idea that an unbounded operator is close to a set of bounded
operators, precise. The idea comes from the fact that every self-adjoint operator has a family
(Eλ)λ∈Λ of spectral measures, which are bounded. Now one has the following characterization
of elements in a von Neumann algebra.

Proposition 4.3. Let A be a unital von Neumann algebra acting on a Hilbert space H. Then
the following are equivalent:

(1) a ∈ A.

(2) ae = ea for each projection e ∈ A′.

(3) uau∗ = a for each unitary u ∈ A′.

Proof. Assume that a ∈ A. Then by the Double Commutant Theorem we obtain a ∈ A′′,
hence ua = au for each unitary u ∈ A′. Since u is unitary, we may say that uau∗ = a for
each unitary u ∈ A′. This proves the implication (1) ⇒ (3). If one uses the fact that every
operator is the sum of four unitary operators, we directly obtain the implication (3) ⇒ (2).
For the implication (2)⇒ (1) we use the fact that a von Neumann algebra is the norm-closed
linear span of its projections (see Proposition 2.1), hence a ∈ A′′ and again by the Double
Commutant Theorem a ∈ A. This proves the proposition.
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4. The Bounded Transform

Definition 4.1. Let A be a von Neumann algebra. We say that a (possibly unbounded)
operator T : D(T )→ H on a Hilbert space H is affiliated to A if UTU∗ = T for each unitary
U in A′. In this case we write TηA.

Lemma 4.5. Let H be a Hilbert space and T ∈ B(H). Then TηA if and only if T ∈ A.

Proof. Suppose T ∈ A. Let U ∈ A′ be an arbitrary unitary element. Then UT = TU for
each T ∈ A. Since T is bounded and U is unitary this yields UTU∗ = T , which means
TηA. For the converse, suppose TηA. By definition we obatin UTU∗ = T for each unitary
U ∈ A′. Since T is bounded we have UT = TU for each unitary U ∈ A′. By the fact that
each operator is a linear combination of at most four unitary elements (see below and [22])
we may conclude that T commutes with every operator in A′. By the Double Commutant
Theorem we may conclude that T ∈ A.

Lemma 4.6. Let T be a bounded operator on a Hilbert space H. Then T is a linear combi-
nation of at most four unitary operators.

Proof. Observe that it suffices to show that every self-adjoint operator S ∈ B(H) is a linear
combination of two unitary operators since we can write T as a linear combination of two
self-adjoint operators, i.e.

T = 1
2(T + T ∗) + i

2(iT − iT ∗)

Without loss of generality we may assume that ‖S‖ ≤ 1. Then one observes that 1
2(S ±

i
√
I − S2) is unitary (notice that I − S2 is positive since ‖S‖ ≤ 1, hence the square root is

well defined). Furthermore:

S = 1
2(S + i

√
I − S2) + 1

2(S − i
√
I − S2)

Therefore, we may conclude that every operator is a linear combination of at most four linear
operators.

Also, one can easily verify that for a densely defined closable operator T one has TηA if and
only if T ∗ηA. What we could do, is look at self-adjoint operators affiliated with A. Therefore
suppose TηA.

Proposition 4.4. Let A be a von Neumann algebra and suppose T : D(T ) → H is a self-
adjoint operator on a Hilbert space H. If TηA, then the bounded transform S of T is an
element of A, i.e. S ∈ A.

Proof. To prove this result, we will use the previous lemma. Suppose that TηA. Then
UTU∗ = T for each unitary U in A′. The first step is that we show that (1 + T 2)−1ηA. To
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4.3. Bounded transform affilliated to a von Neumann algebra

this end, let U be an arbitrary unitary in A′. Then:

U(1 + T 2)−1U∗ = (U(1 + T 2)U∗)−1

= ((U + UT 2)U∗)−1

= (UU∗ + UT 2U∗)−1

= (1 + UTU∗UTU∗)−1

= (1 + T 2)−1

We already showed in chapter 4 that this operator is everywhere defined, bounded, and
positive. Therefore, (1 +T 2)−1ηA implies (1 +T 2)−1 ∈ A. Since A is a von Neumann algebra
,we may conclude by positivity of the operator that

√
(1 + T 2)−1 ∈ A, hence

√
(1 + T 2)−1ηA.

To show that S ∈ A, we can also show that SηA. Therefore, since by assumption TηA:

USU∗ = U

(
T
√

(1 + T 2)−1
)
U∗ = (UTU∗)

(
U
√

(1 + T 2)−1U∗
)

= T
√

(1 + T 2)−1

Therefore, SηA, which implies by the previous lemma that S ∈ A.

In addition, the converse for our construction is true:

Proposition 4.5. Let A be a von Neumann algebra and suppose S is a self-adjoint pure
contraction on a Hilbert space H such that S ∈ A. Then the bounded transform T of S is
affiliated with A, i.e. TηA.

Proof. Observe that by our construction (Theorem 4.2) T = S
√

1− S2−1. Our goal is to
show that for any unitary U in A′ we have: UTU∗ = T . Therefore, let U be such a unitary.
Then observe that SU = US, since S ∈ A. Now we have the following:

UTU∗ = US
√

1− S2−1
U∗

= SU
√

1− S2−1
U∗

= S
(
U
√

1− S2U∗
)−1

= S
√

1− S2−1

The last equality follows from the fact that
√

1− S2 is everywhere defined and bounded. In
particular, it is an element of A and hence also

√
1− S2ηA. This proves the claim.

Therefore, we can conclude with the following theorem.

Theorem 4.8. Let A be a von Neumann algebra and suppose T is a self-adjoint operator on
a Hilbert space H with bounded transform S. Then TηA if and only if S ∈ A.
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4. The Bounded Transform

In chapter 2 (Definition 2.3) we introduced the von Neumann algebra W ∗(S), for S a
bounded operator. This can be generalized as follows: We know that it means that two
operators commute. Recall: if T is defined on D(T ) ⊆ H for some Hilbert space H and if
S ∈ B(H), then S and T commute if ST ⊂ TS. By {T}′ we denote all bounded operators
commuting with T . If T is closed, then {T}′ is strongly closed. In this case, also S ∈ {T}′

implies S∗ ∈ {T ∗}′. In particular, {T}′ ∩ {T ∗}′ is a unital, strongly closed ∗-subalgebra of
B(H), hence a von Neumann algebra. Therefore, we define

W ∗(T ) =
(
{T}′ ∩ {T ∗}′

)′
This extends the previous notion from chapter 2, in the sense that if T is bounded, then
W ∗(T ) is the von Neumann algebra generated by T . In the special case where T is a (possibly)
unbounded self-adjoint operator on H, T is also closed and we obtain

W ∗(T ) = {T}′′

or in other words, W ∗(T ) contains all operators commuting with all operators that commute
with T .
We recall that a (possibly) unbounded self-adjoint operator on a Hilbert space H is by defini-
tion affiliated with a von Neumann algebra A (TηA) if and only if UTU∗ = T for each unitary
operator in A′. The following proposition gives us two other equivalent characterizations.

Proposition 4.6. Let A be a von Neumann algebra on the Hilbert space H and let T :
D(T )→ H be a self-adjoint operator on H. Then the following conditions are equivalent:

(i) For all V ∈ A′: V T ⊂ TV

(ii) For all unitaries U ∈ A′: UT = TU

(iii) For all unitaries U ∈ A′: UTU∗ = T

Proof. We start with the implication (i) ⇒ (ii). Therefore, assume that V T ⊂ TV for
each V ∈ A′. This means that if x ∈ D(T ) and V ∈ A′ is arbitrary, then V x ∈ D(T )
and Tvx = V Tx. In particular, if U is an unitary operator in A′, then Ux ∈ D(T ) and
U∗x ∈ D(T ) and TUx = UTx and TU∗x = U∗Tx. Since U is unitary, hence bijective, it
follows that TU = UT . The converse, hence the implication (ii)→ (i), follows from the fact
that every operator is a linear combination of at most four unitary elements of A′ (see [22]).
The equivalence of (ii) and (iii) is trivial.

Hence one also has TηA if and only if A′ ⊆ {T}′ ∩ {T ∗}′ (which means A′ ⊆ {T}′ when T
is self-adjoint). This leads to the following fact, which follows directly from the construction
of the bounded transform and Theorem 4.8.
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Theorem 4.9. Let T be a self-adjoint operator on a Hilbert space H, with bounded transform
S. Then V ∈ W ∗(S) if and only if V ∈ W ∗(T ) for each V ∈ B(H). In particular, W ∗(T ) =
W ∗(S).

4.4. Affiliated operators and integration theory

In this section we will need some integration theory. Since we are not going into the details
of integration and measure theory, we will not prove the theorems we need. Good references
are, for example, [14] and [17].
Let X be a locally compact, σ-compact Hausdorff space and

∫
a Radon integral on X (here

we use the convention from [14]: a Radon integral is a linear functional
∫

: Cc(X)→ R that
is positive, i.e. f ≥ 0 implies

∫
f ≥ 0). Notice that one can extend

∫
to a bigger class

of functions (see [14]). Furthermore, if X has such a Radon integral
∫
, then X also has a

measure µ on it (by integration over characteristic functions). If we talk about a measure
space in what follows, we mean the measure that comes from the Radon integral on it. Let
L(X), B(X) and N (X) be the spaces of measurable, Borel and null functions respectively.
Then we obtain a ∗-algebra

L(X) := L(X)/N (X) = B(X)/N (X)

. This leads to the following definition.

Definition 4.2. Let H be a Hilbert space and X a locally compact, σ-compact Hausdorff space.
We call a map ϕ from L(X) into the space of (possibly) unbounded self-adjoint operators an
essential homomorphism if ϕ(f + g) = ϕ(f) + ϕ(g) and ϕ(fg) = ϕ(f)ϕ(g).

On such spaces X with a Radon integral, one can define a multiplication operator Mf

for each f ∈ L(X) by Mf (g) = fg on D(Mf ) =
{
g ∈ L2(X) : fg ∈ L2(X)

}
. The following

proposition gives us a link between normal operators on L2(X) and multiplication operators.

Proposition 4.7. Let X be a locally compact, σ-compact Hausdorff space with Radon integral∫
. The map f 7→Mf defines an essential ∗-isomorphism between LR(X) and the class of self-

adjoint operators on L2(X) affiliated with the von Neumann algebra A := {Mf : f ∈ L∞(X)}.

Proof. Observe that the operator Mf is self-adjoint for each f ∈ LR(X). We want to show
that the map f 7→ Mf is an essential homomorphism. In particular, we have to show that
G(Mf+g) = G(Mf +Mg). Therefore, let h ∈ D(Mf+g) and define for each n ∈ N:

hn := h

1 + 1
n (|f |+ |g|)

71



4. The Bounded Transform

Then hn ∈ D(Mf ) ∩ D(Mg) for each n ∈ N. By application of the Monotone Convergence
Theorem, due to Lebesgue, one obtains hn → h and (Mf + Mg)hn → Mf+gh. This gives us
G(Mf+g) = G(Mf +Mg). In the same way, one can show that G(Mfg) = G(MfMg) holds.
Moreover, Mf = 0 if and only if f ∈ N (X). This gives us an essential isomorphism from
LR(X) into a commutative ∗-algebra of self-adjoint operators on L2(X) (by f 7→Mf ). Since
M∗f = Mf , we conclude that this map is in particular an essential ∗-isomorphism. Recall that
MgMf ⊂MfMg for each f ∈ L(X) and each g ∈ L∞(X), hence each multiplication operator
is affiliated with A′. One observes that A = A′ (see [14]), which implies that we proved the
result we wanted. Now assume that T is a self-adjoint operator on L2(X) such that TηA.
By the previous theorem, we obtain S ∈ A (where S is the bounded transform of T ). Hence,
there exists a Borel function h on X such that |h(x)| = 1 but h(x) 6= 1 for almost all x ∈ X
such that S = Mh. Now let g be the function defined by formula (4.1.2) and define f = g ◦h.
Then:

Mf = S
√

1− S2−1
= T

Now we will connect this notion to LR(σ(T )) and with self-adjoint operators that are
affiliated with W ∗(T ).

Theorem 4.10. Assume that T is a self-adjoint operator on a separable Hilbert space H,
such that the bounded transfrom S admits an unit cyclic vector for C∗(S). Then there exists
a finite Radon integral on σ(T ) and an isometry U : L2(σ(T )) → H such that, if we define
f(T ) := UMfU

∗ (f ∈ L(σ(T ))) then the map f 7→ f(T ) is an essential ∗-isomorphism
between LR(σ(T )) and the ∗-algebra of self-adjoint operators in H affiliated with W ∗(T ). In
particular, W ∗(T ) = A = {UMfU

∗ : f ∈ L∞(σ(T ))}.

Proof. By assumption we obtain a unit cyclic vector for C∗(S). If f ∈ C0(R), then f ◦ g ∈
C0(−1, 1) (for g as in formula (4.1.2)). Hence we can define

〈f ◦ g(S)x, x〉 =
∫
f dµ

for each f ∈ C0(σ(T )). This is a finite Radon measure on σ(T ). Now we can start to construct
our isometry U . For f ∈ C0(σ(T )) define

U(f) = (f ◦ g(S))x

Extending by continuity gives the remaining part. By sending f to f(T ) as defined in the
theorem we obtain by the previous proposition, an essential ∗-isomorphism of L(σ(T )) onto
the ∗-algebra of self-adjoint operators affiliated with the von Neumann algebra

A = {UMfU
∗ : f ∈ L∞(σ(T ))}
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. Now assume that f is a bounded Borel function on R. Then f ◦ g is a bounded Borel
function on (−1, 1). Since the bounded transform S of T is a self-adjoint pure contraction, 1
is not an eigenvalue of S, hence

A = {u(S) : u ∈ Bb(σ(S))} = W ∗(S) = W ∗(T )

Before we deduce our next theorem, we will need a quite technical lemma due to Nussbaum
(see [14]) about self-adjoint extensions.

Lemma 4.7. If (Hn)n∈N is a sequence of Hilbert spaces, and if for each n ∈ N, Tn is a self-
adjoint operator on Hn, then there exists a unique self-adjoint operator T on H =

⊕
n∈NHn

such that T|D(Tn) = Tn for each n ∈ N. Moreover, D(T ) consists of those vectors x = (xn)n∈N
in H, such that xn ∈ D(Tn) for each n ∈ N and

∑
n∈N ‖Tnxn‖

2 <∞.

Proof. Let D0 denote the linear span in H of the orthogonal subspaces D(Tn) and let T0 be
the operator in H such that for each x = (xn)n∈N ∈ D0:

T0

∑
n∈N

xn

 =
∑
n∈N

Tnxn

Furthermore, let T be the extension of T0 indiciated in the lemma. In particular, for each
x = (xn)n∈N ∈ D(T ):

T

∑
n∈N

xn

 =
∑
n∈N

Tnxn

Notice, that by construction D(T0) is dense in D(T ). In particular, D′ is a core for T , which
is closed. Moreover, T and T0 are both symmetric. Now we want to show self-adjointness of
T . Therefore, let x = (xn)n∈N ∈ D(T ∗). For each n ∈ N and for each yn ∈ D(Tn), the map
yn 7→ 〈Tyn, x〉 = 〈Tnyn, xn〉 is bounded. Hence xn ∈ D(T ∗n) = D(Tn). Now let y ∈ D0 be a
finite sum, i.e. y =

∑m
n=1 yn. Then

〈Ty, x〉 =
m∑
n=1
〈Tnyn, xn〉 =

m∑
n=1
〈yn, Tnxn〉

Since D0 is dense in H, this implies that
∑
n∈N Tnxn belongs to H, which is equal to T ∗x. In

particular,
∑
n∈N ‖Tnxn‖

2 <∞. Hence x ∈ D(T ), so T = T ∗.

The following theorem allows us to compute formally inside the class of self-adjoint opera-
tors affiliated with W ∗(T ), without worrying about domains, closedness or self-adjointness

Theorem 4.11. Let T be a self-adjoint operator on a Hilbert space H. Then there exist a
finite Radon measure on σ(T ) and an essential ∗-isomorphism f 7→ f(T ) from LR(σ(T )) onto
the ∗-algebra of self-adjoint operators affiliated with W ∗(T ).
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Proof. Find an orthogonal sequence (pn)n∈N of cyclic projections relative to W ∗(T ) such that∑
n∈N pn converges strongly to the identity operator. If S is the bounded transform of T ,

then Spn admits a cyclic vector for pn(H). Since pn commutes with S, T also commutes
with pn. Moreover, the bounded transform of Tpn is given by Spn. By identifying σ(Tpn)
as a closed subset of σ(T ) for each n ∈ N we obtain a Radon integral

∫
n on σ(T ) and an

isometry Un from L2(σ(T )) onto pn(H) and an essential ∗-isomorphism f 7→ UnMfU
∗
n from

LR(σ(T )) onto the class of self-adjoint operators in pn(H) affiliated with W ∗(Tpn). Now
define

∫
:=

∑
n∈N 2−n

∫
n. This is a normalized Radon measure on σ(T ). Furthermore, for

each f ∈ L(σ(T )) define f(T ) as the self-adjoint extension of (UnMfU
∗
n), constructed in the

lemma before. One has f(T ) = 0 if and only if f ∈ N (σ(T )) (with respect to
∫
). Observe that

now f 7→ f(T ) defines a ∗-isomorphism on LR(σ(T )). Now assume that K is a self-adjoint
operator on H, with bounded transform Q, affiliated with W ∗(T ). Then Q ∈ W ∗(S). Hence
there exists a unitary function u on σ(S) such that Q = u(S). Let w = u ◦ g. Then for each
n ∈ N:

Qpn = u(S)pn = u(g(Tpn)) = w(Tpn) = UnMwU
∗
n

If one identifies Qpn with g(KPn) and if f = h ◦w, then Qpn = UnMfU
∗
n and K = f(S).

The next result yields continuity of the map f 7→ f(T ) from the previous theorem.

Theorem 4.12. If T is a self-adjoint operator on a separable Hilbert space H, then there
exists a finite Radon integral

∫
σ(T ) • dµx on σ(T ) for each x ∈ H such that for all positive

bounded Borel functions on σ(T ): ∫
σ(T )

f dµx = 〈f(T )x, x〉

Proof. Assume f ∈ C0((−1, 1)), then k = f ◦ g ∈ C0(R). Hence∫
σ(T )

k dµx = 〈f(g(T ))x, x〉

defines a Radon integral on σ(T ). In particular, one has
∫
σ(T ) 1 dµx = ‖x‖2. Let x ∈ H be

arbitrary. Then we obtain an orthogonal decomposition x =
∑
n∈N xn, where xn = pn(x) with

pn as in the previous theorem. Then for f ∈ C0(R):∫
σ(T )

f dµx = 〈f(T )x, x〉 =
∑
n∈N
〈f(T )xn, xn〉 =

∑
n∈N

∫
σ(T )

f dµxn

Hence
∫
σ(T ) • dµx =

∑
n∈N

∫
σ(T ) • dµxn . Therefore, the formula from the theorem holds by

additivity. If f ∈ N (σ(T )) with respect to the integral from the previous theorem, then
f(T ) = 0 if and only if f ∈ N (σ(T )). Moreover,

∫
x f = 0 for every f ∈ N (σ(T )), hence∫

σ(T ) • dµx <<
∫
, which means absolute continuous.
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4.5. The Joint Spectrum

We know that C∗(T ) is a commutative C∗-algebra if T is a bounded self-adjoint operator on
a Hilbert space H. This can be generalized. In particular, let T1, . . . , Tn be a finite sequence
of bounded self-adjoint operators on H. Look at the C∗-algebra generated by T1, . . . , Tn,
denoted by C∗(T1, . . . , Tn). If one assumes that [Ti, Tj ] = 0 if i 6= j, in other words if all
operators commute, C∗(T1, . . . , Tn) will be a commutative C∗-algebra. For this case we can
talk about the so-called joint spectrum (see [20]).

Definition 4.3. Let T1, . . . , Tn be a sequence of bounded self-adjoint operators on a Hilbert
space H such that TiTj = TjTi for each i, j. Then we define the joint spectrum σ(T1, . . . , Tn) ⊂
Rn to be the following set:

σ(T1, . . . , Tn) := {(ω(T1), . . . , ω(Tn)) ∈ σ(T1)× · · · × σ(Tn) : ω ∈ Ω(C∗(T1, . . . , Tn))}

Observe, that we obtain the original spectrum for the case n = 1.
Moreover, (λ1, . . . , λn) ∈ σ(T1, . . . , Tn) if and only if there exists a sequence (xm)m∈N of unit
vectors in H such that limm→∞ ‖(Ti − λi)xi‖ = 0 for 1 ≤ i ≤ n. To see this, we use the
following lemma due to Weyl, which also covers the unbounded self-adjoint case.

Lemma 4.8. Let T : D(T )→ H be a (possibly) unbounded self-adjoint operator on a Hilbert
space H. Then λ ∈ σ(T ) if and only if there exists a sequence of unit vectors (xn)n∈N in D(T )
such that ‖(T − λ)xn‖ → 0 if n→∞.

Proof. The first implication will be proved by contradiction. Therefore, assume that there
exists such a sequence of unit vectors (xn)n∈N in D(T ) but suppose that λ /∈ σ(T ). Then
(T − λ)−1 exists and (T − λ)−1 ∈ B(H). Taking an arbitrary sequence (yn)n∈N in H with
yn → 0, this would imply that(T − λ)−1yn → 0. Hence, by taking yn = (T − λ)xn we observe
that (T −λ)xn → 0 implies xn → 0, which contradicts the assumption that ‖xn‖ = 1 for each
n ∈ N. Hence λ ∈ σ(T ).
For the converse, assume that λ ∈ σ(T ). This means that T − λ is not invertible. Therefore,
we can find an unit vector xn ∈ D(T ) such that ‖(T − λ)xn‖ < 1

n for each n ∈ N. The
existence of such unit vectors is an application of the so called Closed Range Theorem for
closed (and hence also self-adjoint) operators which we stated after this proof. This gives us
the sequence we wanted.

Theorem 4.13. Let T : D(T ) → H be a closed operator on a Hilbert space H. Then
R(T ) = Ker(T ∗)⊥ and R(T )⊥ = Ker(T ∗). In particular, one has R(T ) = H if and only if
Ker(T ∗) = {0}. Furthermore, we have the following:

• R(T ) is closed if there exists α > 0 such that ‖Tx‖ ≥ α ‖x‖ for each x ∈ D(T ).
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• T is invertible if and only if there exists α > 0 such that ‖Tx‖ ≥ α ‖x‖ for each x ∈ D(T )
and Ker(T ∗) = {0}.

• If T is self-adjoint, then T is invertible if and only if there exists α > 0 such that
‖Tx‖ ≥ α ‖x‖ for each x ∈ D(T )

Proof. The first equality follows from the fact that in general A = A⊥⊥ for each subspace
A ⊆ H and the fact that R(T )⊥ = Ker(T ∗). The second equality follows by closedness of
the kernel, the equality R(T ∗)⊥ = Ker(T ), and the fact that A⊥⊥⊥ = A⊥ for each subspace
A ⊆ H. Now we are going to prove the three statements:

• Assume that (xn)n∈N is a Cauchy sequence in R(T ) converging to x ∈ H. Then xn =
Tyn for some yn ∈ D(T ). Since one has ‖ym − yn‖ ≤ 1

α ‖xm − xn‖ for each m,n ∈ N we
may conclude that (yn)n∈N is a Cauchy sequence. If now yn → y, then xn → Ty = x

by closedness of the operator. Hence x ∈ R(T ).

• Suppose T is invertible. Then ‖x‖ =
∥∥T−1Tx

∥∥ ≤ ∥∥T−1∥∥ ‖Tx‖ for each x ∈ D(T ).
Since by assumption T is invertible, T−1 ∈ B(H), hence we obtain the first property
by taking α = 1/

∥∥T−1∥∥. Moreover one obtains surjectivity directly from invertibility,
hence R(T ) = H. Therefore, by the first equality Ker(T ∗) = {0}. For the converse:
if both properties are given we obtain R(T ) = R(T ), hence T is surjective, hence
invertible.

• For self-adjoint operators one has Ker(T ) = Ker(T ∗). Therefore, since there exists
α > 0 such that ‖Tx‖ ≥ α ‖x‖ for each x ∈ D(T ), one has Ker(T ∗) = {0} and therefore
Ker(T ) = {0}.

Our goal is now to generalize the joint spectrum to (possibly) unbounded operators on
a Hilbert space H. Therefore, assume that T1, . . . , Tn are (possibly) unbounded self-adjoint
operators on H. We say that Ti and Tj commute strongly if their bounded transforms Si and
Sj commute. Hence we can do the following: let g(n) := g × · · · × g (as in formula (4.1.2))
and define:

σ(T1, . . . , Tn) := g(n)(σ̃(S1, . . . , Sn)) (4.5.1)

We want to deduce that for σ(T1, . . . , Tn) a relation similar to (4.1.6) holds. In particular,
we have the following theorem.

Theorem 4.14. Let T1, . . . , Tn be (possibly) unbounded self-adjoint operators on a Hilbert
space H such that all Ti strongly commute with each other. Moreover, let S1, . . . , Sn be the
bounded transforms of T1, . . . , Tn, respectively. Then one has:

σ(T1, . . . , Tn) =
{

(λ1(1− λ2
1)−

1
2 , . . . , λn(1− λ2

n)−
1
2 ) : (λ1, . . . , λn) ∈ σ(S1, . . . , Sn) ∩ (−1, 1)n

}
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Moreover, one has (λ1, . . . , λn) ∈ σ(T1, . . . , Tn) if and only if there exists a sequence (xm)m∈N
of unit vectors in D(Ti) such that ‖(Ti − λi)xm‖ → 0 for m→∞ for each 1 ≤ i ≤ n.

Proof. The proof of the first part of the theorem is a componentwise application of the
proof of Theorem 4.3, which can be done by (4.5.1). The second part of the theorem is a
componentwise application of Lemma 4.5.

The second part of this theorem gives us directly the link between our definition of the joint
spectrum and the definition via the support of the spectral measures (see [20]). In particular,
we see that these characterizations are equivalent. This means that the theorems one knows
about the joint spectrum (see [20]) also go through for our definition of the joint spectrum.
Here is such a theorem.

Proposition 4.8. Let T1, . . . , Tn be a finite sequence of (possibly) unbounded self-adjoint
operators, such that all Ti strongly commute with each other. Assume that f : σ(T1, . . . , Tn)→
C is a continuous function. Then σ(f(T )) = f(σ(T )).
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A.1. Banach algebras

We first recall what it means to be a Banach space: A Banach space A is a vector space with
a norm ‖·‖, such that A is complete with respect to this norm. Recall that ‖·‖ is a norm if
we have the following properties:

• ∀a ∈ A ∀λ ∈ C : ‖λa‖ = |λ| ‖a‖

• ∀a, b ∈ A : ‖a+ b‖ ≤ ‖a‖+ ‖b‖

• ∀a ∈ A : ‖a‖ ≥ 0 and ‖a‖ = 0 if and only if a = 0

If, moreover A is an algebra with unit e such that ‖ab‖ ≤ ‖a‖ ‖b‖ for each a, b ∈ A and
‖e‖ = 1, then A is called a Banach algebra. An involution on A is a map ∗ : A → A such
that the following equalities hold:

• ∀a, b ∈ A : (a+ b)∗ = a∗ + b∗

• ∀a, b ∈ A : (ab)∗ = b∗a∗

• ∀a ∈ A : (a∗)∗ = a

• ∀a ∈ A ∀λ ∈ C : (λa)∗ = λa∗

If a Banach algebra A has such an involution, we call A a Banach ∗-algebra. In particular,
a C∗-algebra A is a Banach ∗-algebra with the following norm property: ‖a∗a‖ = ‖a‖2, for
each a ∈ A.

A.2. Hilbert spaces

Assume thatH is a complex vector space. An inner product onH is a function 〈·, ·〉 : H×H →
C satisfying the following conditions:

• ∀x ∈ H : 〈x, x〉 ≥ 0

• ∀x ∈ H : 〈x, x〉 = 0⇐⇒ x = 0

• ∀x, y, z ∈ H ∀α, β ∈ C : 〈x, αy + βz〉 = α 〈x, y〉+ β 〈x, z〉
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A. Basic Functional Analysis

• ∀x, y ∈ H : 〈x, y〉 = 〈y, x〉

If H has such an inner product, then H is called an inner product space. Such an inner
product induces a norm on H by ‖x‖ :=

√
〈x, x〉. If H is complete with respect to this induced

norm, then H is called a Hilbert space. A useful tool is the fact that a Hilbert space H is
separable if and only if H has an countable orthonormal basis. If this is the case, let (en)n∈N
be such a countable orthonormal basis, then the following holds:

• ∀x ∈ H : x =
∑
n∈N 〈x, en〉 en

• ∀x ∈ H : ‖x‖2 =
∑
n∈N |〈x, en〉|

2

• ∀x, y ∈ H : 〈x, y〉 =
∑
n∈N 〈x, en〉 〈en, y〉

A.3. Spectral Theory

The following theorems hold already for Banach algebras and therefore we can also apply
them to C∗-algebras and von Neumann algebras.
Let A be a Banach algebra. For a ∈ A we define the spectrum σ(a) to be the set of λ ∈ C
such that a− λe is not invertible. The spectral radius is defined by

r(a) = sup {|λ| : λ ∈ σ(a)}

Geometrically, one can see r(a) as the radius of the smallest closed circular disc in C, with
center the origin, that contains σ(a). The following properties hold for σ(a) and r(a).

Theorem A.1. If A is a Banach algebra and a ∈ A, then σ(a) is compact and non-empty.
Moreover, the spectral radius formula holds:

r(a) = lim
n→∞

‖an‖
1
n = inf

n≥1
‖an‖

1
n

The following theorem characterizes Banach algebras, that are division algebras. In partic-
ular, if all non-zero elements are invertible, the Gelfand-Mazur Theorem states the following.

Theorem A.2. If A is a Banach algebra in which every non-zero element is invertible, then
A is isomterically isomorphic to C.

A very useful theorem in the theory of C∗-algebras is the so called spectral mapping theorem.
This gives us information about the spectrum of f(a) where a ∈ A is (at least) normal and
f ∈ C(σ(a)). In particular we obtain the following formulation.

Theorem A.3. Let A be a C∗-algebra and a ∈ A be normal. Assume that f ∈ C(σ(a)).
Then σ(f(a)) = f(σ(a)).
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A.4. Fundamental Theorems

We will formulate the most important theorems of functional analysis we use in this thesis.
The first theorem we will state is a version of the Hahn-Banach Theorem, which already is
true for locally convex spaces, and two corollaries:

Theorem A.4. Suppose M is a subspace of a real vector space X, p : X → R satisfies
p(x+y) ≤ p(x)+p(y) and p(tx) = tp(x) for x, y ∈ X and t ∈ R and f : M → R is linear such
that f(x) ≤ p(x) on M . Then there exists a linear map τ : M → R such that τ(x) = f(x) on
M and −p(−x) ≤ τ(x) ≤ p(x) for each x ∈ X.

Corollary A.1. Suppose M is a subspace of a vector space X, p is a semi-norm on X and
τ is a linear functional on M such that |τ(x)| ≤ p(x) for each x ∈ M . Then τ extends to a
linear functional ϕ on X that satisfies |ϕ(x)| ≤ p(x) for each x ∈ X.

Corollary A.2. If X is a normed space and x0 ∈ X, there exists a continuous linear func-
tional τ on X such that τ(x0) = ‖x0‖ and |τ(x)| ≤ ‖x‖ for each x ∈ X.

Another important theorem in the context of locally convex spaces is the Krein-Milman
Theorem.

Theorem A.5. Let C be a non-empty convex compact set in a Hausdorff locally convex space
X. Then the set E of extreme points of C is non-empty and C = co(E), where co(E) denotes
the convex hull of E.

The following theorem is the general formulation of the theorem of Banach-Alaoglu, which
already holds for topological vector spaces.

Theorem A.6. If V is a neighbourhood of 0 in a topological vector space X, then

{ϕ ∈ X∗ : |ϕ(x)| ≤ 1 ∀x ∈ V }

is weak∗-compact.

The general statement of the Stone-Weierstrass Theorem is the following.

Theorem A.7. Let X be a compact topological space. Let D be a linear subspace of C(X),
the space of continuous functions from X to C. If D contains a unit and separates the points
and if f ∈ D implies f2 ∈ D or |f | ∈ D, then D is dense in C(X), with respect to the
sup-norm.

A theorem we often used is the Riesz-Fréchet Theorem.

Theorem A.8. Let H be a Hilbert space and ϕ : H → C a continuous linear functional on
H. Then there exists a unique y ∈ H such that ϕ(x) = 〈x, y〉 for each x ∈ H. Moreover:
‖ϕ‖ = ‖y‖.
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The last theorem is the well-known Lemma of Zorn (which is an equivalent formulation of
the Axiom of Choice):

Theorem A.9. Suppose that a partial ordered set P has the property that every totally ordered
subset has an upper bound in P . Then P contains a maximal element.
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