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1 Introduction

In this thesis I will assess two new arguments on physical grounds against
Lewis’s Local Miracle Compatibilism. I will argue neither is decisive, but for
di�erent reasons and with di�erent caveats. Actual miracles, that is, events not
in keeping with our laws of nature, play a role in both reasons.

The former argument, put forward by Landsman, must rely on a principle
of recombination of possibilities which Lewis can plausibly deny. However it
does succeed in bringing forth a new problem with Lewis’s position.

The latter argument, put forward by Dorr, is �awed due to its reliance on a
physical conjecture put forward elsewhere by Wallace, which I also critically
assess.

These are the narrowly de�ned topics of this work. However, I discuss both
these arguments in the wider context of the free will debate. In particular, I
examine how they a�ect the dialectical stalemate between van Inwagen and
Lewis over the Consequence Argument for incompatibilism.

I will suggest these two arguments and their physical framework o�er a new
perspective on Lewis’s distinctive version of compatibilism which I contrast
with the ‘libertarian compatibilism’ recently defended by List. My tentative
conclusion is that List’s ideas retain the attractive features of Lewis stance
without the need for miracles. It seems like a fruitful line to pursue for a
compatibilism-inclined physicalist.
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Chapter 2

The Problem of FreeWill

The problem of free will stems from a familiar question for physicalists like
myself, which Jackson has dubbed the location problem. Physics posits a very
short list of fundamental entities and properties: the physical features of the
world. We believe they truly are features of the world because our best theories
mention them explicitly. We also believe that all other features of the world
supervene on, or even reduce to, the physical ones. Thus we are faced with
a choice. Given a putative feature of the world which does not appear on the
list, we must do as Jackson says and “either eliminate or locate” it (2000, p. 5).
One such putative feature of the world is particularly close to our hearts.

What is our place in this grand scheme? What is the place of the wilful agents
we usually take ourselves to be? In particular, what is the place of our pre-
philosophical notion of free will (if there even is such a thing) in the physical
universe? Although just a corner of the general “location problem” we physica-
lists face, it is one whose urgency has exercised philosophers since Democritus.

2.1 The landscape of the problem

The problem of free will in bare outline is this: we cannot locate it and we do
not want to eliminate it either. In more detail, the problem of free will may be
stated as a trilemma following van Inwagen (2008, p. 327):

T1 There are seemingly unanswerable arguments that (if they are indeed un-
answerable) demonstrate that free will is incompatible with determinism.

T2 There are seemingly unanswerable arguments that demonstrate that free
will is incompatible with indeterminism.

T3 There are seemingly unanswerable arguments that demonstrate that the
existence of moral responsibility entails the existence of free will.

I will tighten the trilemma shortly by de�ning its terms, but I can already
highlight its impact on the location problem. If T1 and T2 are true together
the prospects of locating free will are dim. We face the law of excludedmiddle.
Either determinism or indeterminism holds and neither is compossible with
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free will. It follows that, if we accept this potted argument, we cannot hope
to locate free will. It cannot exist as a matter or logical necessity, let alone be
located in a physicalist worldview.

This would not be the �rst time physics forces us to revise cherished beliefs,
perhaps our belief in the existence of free will is among them. However any
revision comes at a cost and for free will the cost is prohibitively high according
to T3. It would not be a revision, but a wholesale rewrite of our self-image: this
is the sense in whichwe do notwant to eliminate it. T3 grounds this reluctance
to eliminate free will in its alleged connection tomoral responsibility. Suppose
for amoment we accept T3 as it stands. Then the extent to whichwe accept our
ordinary moral discourse at face value, particularly our practice of attributing
moral responsibility to certain actions, is the extent to which we do not want
to eliminate free will.1

This may not be very much, with moral anti-realists of various stripes lead-
ing the charge. Given they have already shouldered the philosophical cost of
not taking our moral discourse at face value, they could now reap their reward
by �atly rejecting T3 and escaping the trilemma.

Alternatively some believe the cost ofmoral anti-realism is still too high and
seek to undermine T3. Moral responsibility may well exist, roughly in the way
we speak about it, but it is not connected to free will in the way T3 asserts, or
at all perhaps. Thus to doubt the latter does not endanger the former. Indeed
so far we only have van Inwagen’s word that T3 is grounded in unanswerable
arguments. I for one, harbour some doubts that the widespread acceptance
(Vihvelin 2015, §1) of the connection between free will andmoral responsibility
rests on unanswerable arguments rather than more complex, more defeasible
considerations. My doubts stem from two sources.

Firstly, from Hume onwards, empirically minded philosophers have been
suspicious of overly strong connections betweenmoral claims and factual ones.
Suppose moral responsibility is itself grounded in a judgement about how
things ought to be in relation to an agent’s part in bringing them about, whereas
free will is a claim about how things are given the laws. Then we should be
suspicious of any unanswerable argument to underwrite T3. Any such argu-
ment must escape Hume’s guillotine: you cannot derive an ‘ought’ from an
‘is’. However, if we insist on a reading of ‘cannot derive’ which includes deny-
ing any stipulative connection we risk rejoining the moral anti-realist camp as
eliminativists aboutmoral responsibility. To wit: we uphold physicalism; deny
it’s possible for moral responsibility to be connected to physical facts in any
conceivable way and are thus forced to eliminate it.2 I have already discussed
this line of argument above, so I will pursue it no further. On a weaker read-
ing of ‘cannot derive’ we allow ‘derivations’ containing stipulative connections.
The Kantian principle ‘ought implies can’ would be a salient example of the
kind of constraints we might wish to impose on such connections:

1 Cf. (4) in van Inwagen (2015, p. 21).
2 I assume none of the laws of physics prescribe what is right or wrong.
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(Moore 2005, p. 140, my italics)

When we say absolutely of ourselves or others, “I ought to do so and so” or
“you ought to”, we imply, I think, very often that the thing in question is a thing
which we could do, if we chose; though of course it may often be a thing which
it is very di�cult to choose to do. Thus it is clear that I cannot say of anyone
that he ought to do a certain thing, if it is a thing which it is physically impossible
for him to do, however desirable it may be that thing should be done.

Perhaps these constraints are so desirable, so universally assumed as to con-
stitute de facto unassailable assumptions. I doubt this is the case, which brings
me to my second worry.

Secondly, I am unsure whether we may licitly refer to the moral discourse
above as our ordinary one. Study after study in experimental philosophy shows
philosophers’ intuitions diverge signi�cantly from those of non-philosophical
folk when attributingmoral responsibility (Nichols 2011; Sarkissian et al. 2010).
Thus to justify T3 by claiming this is how we commonly talk of these issues
is suspect. Perhaps the weaker claim that philosophers’ discourse is a system-
atization of the ordinary one—what ordinary folk would say, if they thought
about it as carefully as we do—may be enough. But now physicalists are faced
with two tasks: one is to locate the free will-of-the-philosophers; the other is
to show it is the best of imperfect deservers of the name free will-of-the-street.
The rivers of ink spent on the connection between free will and moral res-
ponsibility could provide a starting point for the latter task, pace Schlick (1939,
p. 143). Nonetheless we should also be prepared to leave the armchair and talk
to moral psychologists to keep our theorizing honest.

All in all, I think T3 is the premise that provides the physicalist with the
most room to manoeuvre in order to escape the trilemma. But there is a �ne
line to tread: on the one hand we want to keep our two tasks manageable and
distinct. On the other, we want to ensure the free will we end up arguing about
does not lose its relevance to everyday discourse, including moral discourse.

This tension can be seen in van Inwagen’s (2008, fn. 3) advice not to de�ne
free will “as whatever sort of freedom is required for moral responsibility”.
Whilst this de�nition would secure the truth of T3, it would put the metaphys-
ical cart before the normative horse. It is good advice because there is no a
priori guarantee such a thing exists—so we should not glibly de�ne it into exist-
ence. It is good advice for the sake of sanity—we do not want to talk past each
other because we implicitly hold di�erent ideas about moral responsibility.

It is especially goodadvice to the physicalist, forwhomnormative principles
andmoral responsibility in particular, are a yet un-located feature of the world.
But it becomes bad advice if we lose sight of what makes free will a ‘relevant’
problem in the �rst place.

Broadly speaking there are two possibilities. Eitherwe remain neutral about
T3 and proceed under the assumption it may be true—it is possible the loca-
tion problem for free will is ‘coupled’ to the moral responsibility one. But we
reserve the right to sort out the details later. Or we reject T3 directly, as Fischer
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and his fellow semi-compatibilists do—although for very di�erent reasons to
the moral anti-realists above. Semi-compatibilists say moral responsibility
exists and that its existence does not entail the existence of free will.3 I think
Fischer’s stance is partly motivated by the belief that, on the balance of evid-
ence, the prospects of the former stance are hopeless as it inevitably results in
endless stalemates (2012a, p. 9).

According to Fischer, one such stalemate is the debate between van Inwagen
andLewis (Vihvelin 1998, p. 414) over the Consequence Argument. In this essay
I wish to re-examine this stalemate in the light of new evidence in the form
of two recent arguments from physical grounds (Dorr 2016; Landsman 2016)
Thus I assume the trilemma stands for the de�nition of free will I shall adopt
and that the philosophical action lies with the Consequence Argument. So I
also adopt the former stance on T3. At worst, Fischer was right all along and
we will end up recon�rming his �ndings.

I note that Lewis, also an avowed physicalist (Lewis 1983b, p. xi), did not feel
obliged to resolve the status of T3 in order to defend his denial of T1 (i.e. his
compatibilism). And his opponent van Inwagen (1983, Ch. 5), has defended T3
at length resulting in an endless stalemate with Fischer over the the Principle
of Alternative Possibilities and related attempts to establish T3.4 Thus, my
stance is partly motivated by the belief that this latter stalemate is even more
intractable.
Pragmatically then, the former stance seems like a good starting point and

there is no reason to suppose we cannot make some progress on free will
independent of T3 (recall: we wish to keep the task manageable!).
This is also the course advocated by Earman:

(Earman 1986, p. 239, 241)

To state the issues in as neutral a way as possible, let us drop for the moment
questions about moral responsibility, guilt, and punishment and begin instead
by asking questions like: How are the actions of man di�erent from those of
a sun�ower as it turns to face the sun? If determinism is true, aren’t all of our
actions merely complicated cases of tropisms, forced motions produced by
circumstances beyond our control?
[...] it is not just the Libertarianswho feel the crunchof determinismbut anyone
who wants to accord man a special place in nature on the grounds that, in
contrast to inanimate objects and the lower life forms, we enjoy an autonomy
in that what we do is up to us.

This amounts to a special di�culty for the physicalist:

T3* There are seemingly unanswerable arguments for the physicalist that
(if they are indeed unanswerable) demonstrate that determinism entails
human actions are tropisms.

3 “Thus, an agent can legitimately be held morally responsible for his behavior, even though he
lacks regulative control (or freedom to choose and do otherwise)” (Fischer 2012b, p. 120).

4 The Principle of Alternative Possibilities says that ‘A agent is morally responsible for an action
only if they could have done otherwise’. Following the publication of (Frankfurt 1969) the dialectic
has come to worryingly resemble that generated by Gettier-cases in epistemology.
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I will set aside the heavy handed reply that physicalists already believe that hu-
mans and sun�owers are in the same garden insofar as they are both physical
entities. Rather Earman points out how human actions “are mediated by men-
tal states” and in that sense already di�erent from the actions of sun�owers.

I would add a third denizen to Earman’s garden: fundamental �elds.5 I think
we should ask ourselves howmental states relate to bodily states and actions (as
Earman does) and how bodily states and actions relate to �elds. Prima facie they
all occupy di�erent levels so we should clarify how deterministic behaviour
(tropisms) arises at each level and whether it all goes back to the determinism
of the most fundamental description. This will be an overriding theme of
Chapter 4.

FinallyEarman’s example highlights the fact that there is also a non-normative
aspect to free will which is also ‘important to us’. This is the lived-in feel of
making choices and of agential autonomy.

I think we have danced at the edge of the problem long enough. I hope you
have seen enough of the landscape ahead to be convinced the journey is worth
making. Without further ado I will now de�ne free will and determinism and
discuss the panoply of philosophical theses they engender.

2.2 From free will to the FreeWill Thesis

Alice is a normal human being (with a healthy brain and body) going about her
normal day to day activities. From time to time she will need to make decisions,
that is, she will need to choose amongst alternative courses of action, for ex-
ample picking a movie to watch from her streaming subscription.6 Hopefully
we can agree this accurately re�ects the way we talk about ourselves. Does she
have free will?
In common parlance it is usually enough to de�ne free will and closeby

concepts by a via negativa approach. A free human is someone who is not a
slave or a prisoner. A free vote is an act of voting which is not bound by the
Whip. These de�nitions work tolerably well because they tell us something
relevant in their native contexts. A freeman may not be bought and sold. A
free vote will not cause the voter to be be thrown out of the party. We could
cheerfully generalize along with the OED (2016) and say Alice acts freely as
long as she acts “without restraint or restriction upon action or activity; without
hindrance, inhibition, or interference”. If the lexicographers have done their

5 These �elds would be the primitive constituents of everything in some hypothetical determ-
inistic Theory of Everything.

6 This strikes me as a paradigmatic case of deliberation-and-then-choice we routinely believe
ourselves to engage in. Note that: i) external constraints remain ceteris paribus amongst the various
options: cost, time, availability, etc. ii) the internal constraints appear to do most of the work:
general taste in �lm, mood etc. iii) in some philosophical discussions of the sort ‘I choose to
raise/not raise my hand’ it almost seems the agent is purposefully going out of her way to exercise
this ‘faculty of free will’ we suppose her to have. I also agree with Earman (1986, p. 248) that
sometimes it is the smaller, least-morally-momentous decisions in life where we later report
feeling most free.
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job, then this will be an accurate portrayal of how we talk about free will.

Let us follow this path further. We start by considering humdrum con-
straints on Alice’s actions and then inquire into more and more wide-ranging
factors that could prevent her from acting freely. As philosophers we end up
worrying about constraints which are imposed not by fellow humans, but by
the very laws of nature, and not by whips or chains, but by means that would
make a conspiracy theorist proud. How can we tread this path to a de�nition,
when potentially any factor could be conditioning her? We can hardly ask for
the external world to be absent just so we may be sure it is not actually restrict-
ing her in any conceivable way. We must step o� the via negativa and instead
ask that, whatever else obtains, it should nonetheless fail to prevent our ‘will’ in
‘its’ intent. It should somehow be above the fray of coercion and compulsion.

The experimental philosopher Joshua Knobe employs the following useful
metaphor for this way of understanding human action:

(Knobe 2014, p. 69)

Consider a royal court. The advisors andministers each have an opportunity to
advocate for a particular course of action. But it is not as though the advisors
and ministers themselves make the �nal decision. Instead, there is another
person in the court—the king or queen—who listens to all of the arguments,
thinks them over, and then decides.

The mind works in more or less the same way. Your mind might include
various states and processes, but it would be a mistake to suggest that you
yourself are just a collection of states and processes. On the contrary, you are
a further thing—like the king or queen in the court—who can attend to the
states and processes within your mind and then freely make a choice.

When you do end upmaking a free choice, wemight say that youmade this
choice ‘on the basis of’ some of your psychological states. But the connection
here is always indirect. It is not as though your psychological states actually
cause your behavior; you just freely decide what to do, and sometimes you
end up deciding to act in a way that accords with them.

According to Knobe, thismetaphor also captures the prevailing folksy intuition
about how the mind works and how free choices are made. Just as the king’s
power is the ultimate arbiter of the land, subject only to wind and tide, so with
the will during decision making: it is limited only by external impossibilities,
but is otherwise unconstrained. Or to put it another way: overarching external
factors �x the possible alternatives, but, given those alternatives, the will ‘decides’.
Thus ‘Alice chose freely’ i�, upon re�ection, she can say she was in the same
position as the king when deliberating. She weighed up the options, hermood,
her preferences and then settled on her �nal choice without being coerced in
any way.

Metaphors will only carry us so far. In particular we must not prejudice
the question by de�ning free will in terms of choices. Using the word ‘choice’
implies the existence of alternatives and that Alice is somehow able to select
amongst them. This brings me to the philosophical de�nition my two main
contenders agree on. Compare:
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(Lewis 1981, p. 113, my italics)

I have just put my hand down on my desk. That, let me claim was a free but
predetermined act. I was able to act otherwise, for instance to raise my hand,

with

(van Inwagen 1983, p. 8, my italics)

When I say of a man that he “has free will” I mean that very often, if not always,
when he has to choose between two or more mutually incompatible courses
of action—that is, courses of action that it is impossible for him to carry out
more than one of—each of these courses of action is such that he can, or is able
to, or has it within his power to carry it out.

Note the subtle shift from the lived-in feel of the folk conception to the aus-
tere third person perspective of the two philosophical de�nitions. Undeniably
something is lost in the passage from one to the other. Hopefully the philo-
sophical de�nition captures, at the very least, a necessary condition for the
richer folk conception to apply.

I am ready to give the de�nition of free will I will use for the remainder of
this essay. Thus ‘Alice acted freely’ i�

FWT Alice was able at time t to raise her hand and thus watch a di�erent
movie to the one she in fact watched.

If we take FWT as a claim rather than a de�niens we have the Free Will Thesis.

Of course we really should quantify more carefully. What we really would
like to say is this:7 Whomever is relevantly like us, is free, whenever they reason-
ably think they are. Who is relevant? When is reasonable?

Sun�owers are not free and neither are people with certain brain tumours,8

but we should not exclude intelligent aliens or maybe the more advanced of
our fellow Animalia. Regarding our own actions, the evil mastermind’s heist
was freely conceived, but not his dash when the alarms sounded, or my own
seemingly free choice of ice-cream (I just lovepistachio). In short, the search for
a cut-and-dried criterion for who and when we wish to claim free will seems
hopelessly messy. Typically philosophers just dodge the problem. Worry
about securing free will at least once for at least one idealized agent! That is
enough to decide T1.

True enough, but I cannot dispel the uneasiness this attitude leaves behind.
Suppose they got exactlywhat theywished for, Alicewas indeed free at time t to
raise her hand. Good for her! What use is that to the average Joe? I just wish to
point out this epistemic problem. Unless our messy everyday judgements are
a good guide to what philosophers decide ‘being able to do otherwise’ means,
it is all for naught. Wemay think we are free but not be so, and wemay be free
but not think so. This concern can only increase if arguments over ‘being able

7 Unless of course you are already utterly convinced of the truth of T1!
8 See (Burns and Swerdlow 2003) for a particularly harrowing and clear cut case of orbitofrontal

tumours a�ecting personality and agency.
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to do otherwise’ are ultimately decided with reference to fundamental physics.
Concern noted, let us press on.

2.3 Determinism

This section will be a series of footnotes to Earman, whose magisterial book
A Primer on Determinism (1986) is still the starting point for any serious study
of this venerable doctrine. Thus:

(ibid., p. 13)

Letting W stand for the collection of all physically possible worlds, that is,
worlds which satisfy the natural obtaining in the actual world, we can de�ne
the Laplacian variety of determinism as follows. The worldw 2 W is Laplacian
deterministic just in case, for anyw0 2 W ; ifw andw0 agree at any time then they
agree for all times. By assumption, the world-at-a-given-time is an invariantly
meaningful notion and agreement of worlds at a timemeans agreement at that
time on all relevant physical properties.

I will adopt the Ptolemaic version of Earman’s de�nition:

Det Determinism is the claim that our world belongs to a setW of Laplacian
worlds: they obey the actual laws and they never branch because of that.9

This immediately puts determinismand freewill on a collision course. Whereas
we model an agent’s act of choosing as a garden of forking paths, according to
determinism it’s one way or the miraculous way.
Hence the reference to the actual laws is crucial in two respects. Firstly,

much of what is to follow will hang on whether a slight weakening of this
requirement is philosophically viable. This will take us into the debate over
the nature of lawhood and of possible worlds.10 But I can already stipulate an
actual miracle is an event which does not conform with the actual laws, i.e. the
laws that obtain in the actual world.

Secondly, it embodies a certain kind of attitude to the question of determin-
ism which I espouse wholeheartedly. Namely, the truth of determinism is very
much a scienti�c question: in particular we should look at the laws of physics
to �nd out whether (fundamental) determinism holds. And this is precisely
what Earman goes on to do:

(ibid., p. 21)

Most of the putative laws of physics take the form of di�erential equations for
which questions of determinism principally involve existence and uniqueness
properties of solutions.

9 I implicitly assume that by appealing to possible worlds we ensureW is also not empty, nor
a singleton. There are some further issues that might worry us which Earman (1986, Ch. 2, § 7)
discusses which I have collapsed into my italicized ‘because’.
10 In particular my de�nition of Det might suggest determinism is making a strong ontological

claim about the existence of other worlds, so that an appropriate setW exists for our own world to
belong to. Lewis would have certainly favoured this reading, but this is by nomeans required. The
standard understanding of possible worlds would entail Det is a claim about that type of models
(see (Earman 1989, Ch2,§ 4)) the laws of physics admit and whether all such models are Laplacian.
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To give a taste of what this involves we take the case of a generic dynamical
system. It has a state space X . Earman’s notion of world-at-a-given-time is
simply a point in this space. A world is represented by a time-indexed curve
in this space. The deterministic laws of nature are represented as a �ow map
˚ W R ⇥ X ! R which ensures a unique curve passes through every point—or
if you prefer �xes all the nomically possible worlds. Most importantly these
curves never fork.
This is almost a realistic description of the classical mechanics of point

particles, were it not for the fact classical mechanics is not deterministic! I
direct you once again to Earman (ibid., Ch 3) for details why. Lest we think
determinism is a thesis without a cause, robust Laplacian determinism holds,
for example, in Minkowski spacetime for source-free electromagnetic �elds
(which describe radiation) (Earman 2007, p. 1395).

What this model does capture is that the laws of classical mechanics for
particles are ordinary di�erential equations. And that �ow maps are solutions
to those equations (more precisely to the Cauchy problem for these equations).
Moving into modern physics we pass from ordinary di�erential equations
to partial di�erential equations which brings a host of additional technical
considerations for determinism. But the basic mathematical idea stays the
same: determinism hangs on the existence and uniqueness of solutions (and
continuity with respect to starting conditions). These technical issues will not
preoccupy us further, except for § 4.5. However as Earman persuasively argues,
they will need to be addressed if we are serious about reading the truth of
determinism o� our most up to date physics.
The moral for philosophers is that determinism is a live scienti�c concern.

And we would do well to ensure our theories are compatible with it, whilst we
await for conclusive evidence from physics. Hence the urgency of T1.
I end this section by surveying the way philosophers discuss determinism

in the free will debate. Thus let determinism be the claim that

(Dorr 2016, p. 242)

every true proposition follows, with metaphysical necessity, from the conjunc-
tion of any true history-proposition with all the true laws of nature.

with

(van Inwagen 1983, p. 65)

If p and q are any propositions that express the state of the world at some
instants, then the conjunction of p with the laws of nature entails q.

and

(Lewis 1981, p. 113)

there is a true historical proposition H about the intrinsic state of the world
long ago, and there is a true proposition L specifying the laws of nature that
govern our world, such that H and L jointly determine what I [do, e.g. raise
my hand].

So we all agree the past and the laws jointly conspire to limit present and future
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options. There are some di�erences too, but I will not �esh out whether the
di�erences between metaphysical necessity, entailment and joint determina-
tion are substantive.11 Indeed there seems to be widespread agreement on the
premises determinism supports as we shall see in the next chapter. Lewis’s
de�nition has the strongest de�niens as he is explicitly requiring that proposi-
tions about the intrinsic (physical) state of the world �x his actions, rather than,
say, the positions of all the atoms in his hand etc. As van Inwagen (1983, p. 65)
observes “determinism is a thesis about propositions, but the free-will thesis
is a thesis about agents” so all the participants in the debate need to bridge this
gap somehow with agential abilities to do p providing the key pillar.

2.4 Lewis and van Inwagen

In this section I will brie�y go through the standard taxonomy of positions in
the free will debate. Here I footnote van Inwagen (2008, p. 330) (and implicitly
Lewis).
Firstly, compatibilists deny T1. They defend compatibilism which is the

claim that the Free Will Thesis and Det may be true.12

Incompatibilists accept T1 and deny compatibilism. They defend incom-
patibilism which is the claim that the Free Will Thesis and Det cannot.
Soft determinists hold that FWT and Det are true in our world. Thus soft

determinists are also compatibilists. Or conversely, compatibilists hold soft
determinism may be true, cf. (Lewis 1981, p. 113).
Finally hard determinists hold Det and incompatibilism. Thus they must

deny FWT.
Lewis was a compatibilist and van Inwagen is an incompatibilist, but the

locus of their disagreement is the latter’s Consequence Argument where they
both ‘feign’ determinism. There is a true thicket of related positions philosoph-
ers have defended, but, as I am focusing on the debate between van Inwagen
and Lewis, this brief taxonomy will be more than su�cient.
Now we are done with motivation and de�nitions, I move to discussing

arguments in the next chapter.

11 But see (van Inwagen 2004, fn 20) on this point.
12 Given I have required Det to be a thesis about the actual world, this also restricts the truth

of compatibilism to the actual world. I think this is an improvement over van Inwagen’s (2008,
p. 330) formulation which would allow compatibilism to be false for us but true at some alien
world. It also allowsme to completely sidestep a recent controversy overwhether the Consequence
Argument is truly an argument for an ‘absolute’ version of incompatibilism, for an overview see
(Speak 2011, p. 124�.). Speak’s concludes that the Consequence Argument “may not show that
determinism necessarily undermines free will, but it does appear to show that the freedom of
every human being who has ever existed on our planet would be undermined by it”. And this
motivates my de�nition.
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Chapter 3

The Consequence Argument

In this chapter I will discuss the Consequence Argument for incompatibilism
as put forward by van Inwagen. If sound, this argument goes a long way to-
wards establishing the truth of T1. So much so that van Inwagen (2004, fn. 21)
claims it has succeeded in convincing the majority of specialists of the truth
of incompatibilism.

We will see it actually consists of a whole family of related arguments. In
sections 3.3 and 3.6, I will be focusing on the two which have drawn the most
attention. These are what van Inwagen calls the First and Third Formal Argu-
ments.

I will also discuss Lewis’ reply to the First Formal Argument (§ 3.4) and his
own distinctive brand of compatibilism, namely Local Miracle Compatibilism
(LMC). In section 3.5, I give an extended defence of LMC, which is Lewisian in
spirit if not in origin (Lewis never spelt it out quite so, but I claim had he done,
he would have argued along analogous lines).

The purpose of this defence is to uncover the assumptions over which he
and van Inwagen disagree without being able to furnish further arguments.
This sets the stage for chapter 3 where I will examine Landsman and Dorr’s
challenges to LMC and assess whether their arguments break the stalemate
between van Inwagen and Lewis.

3.1 Timeline of debate

Before engaging with van Inwagen’s two arguments I will brie�y revisit the
timeline of their rise to prominence. The state of play has become quite com-
plex with many replies and counter replies. I cannot hope to to give a full
account of the situation here, nor would that be useful. Rather I propose to
focus on the original salvoes from van Inwagen and Lewis. Their dialectic is
also somewhat tangled so I will brie�y revisit it below. Van Inwagen put for-
ward the First Formal Argument in an article (1975). He later included it almost
verbatim it in his magnum opus An Essay on Free Will (1983), hereafter simply
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the Essay, where he also introduced his Third Formal Argument.13

Lewis issued a rebuttal (1981) of the First Formal Argument as it appeared
in van Inwagen’s 1975 paper. He did not, to my knowledge, publish any further
papers directly addressing the free will question,14 nor did he reply to van
Inwagen’s later arguments in the Essay. Likewise van Inwagen did not address
Lewis rebuttal directly two years later in the Essay, but simply gave an updated
defence of the First Argument. Finally Lewis’s untimely death (O’Grady 2001)
prevented him from responding to van Inwagen’s direct reply (2004) to his
aforementioned 1981 paper.

In summary: we have two arguments put forward by van Inwagen; a strong
reply to the �rst one by Lewis and a yet to be determined dialectical status
of the second one. I will have more to say about this later, in particular I will
discuss how the premises of these two arguments are related. After all, if van
Inwagen has put forward an unanswered argument—let alone an unanswerable
one—this should break the stalemate in his favour. I will return to this in §3.6.

I close this section by noting van Inwagen’s own view of the situation: we
have reached an uneasy impasse as

(van Inwagen 2015, p. 25)

there have been no new arguments or ideas of any real consequence. The
parties to the discussion of the problem of free will since 1983 know all the
relevant arguments and concepts that pertain to every aspect of the problem,
and dispute about those arguments and concepts without saying anything that
is both new and important about them.

Furthermore he has generally accepted the cogency of Lewis’s reply (van Inwa-
gen 2008, p. 340, 2015, p. 25), but has not conceded philosophical ground (van
Inwagen 2004). He argues maintaining the compatibility of determinism and
free will comes at a philosophical cost, like any other worthwhile philosophical
thesis. The Consequence Argument helps us see just how high it is. Naturally
philosophers will di�er on whether the “price is worth paying” (ibid., p. 349):
Lewis thinks so, van Inwagen does not and perhaps neither do the majority of
specialists.15 So we have a stalemate. My task for the rest of chapter 3 will be
to lay bare the claims which bring about this stalemate.

13 Unsurprisingly, the book also includes a Second Formal Argument which I do not address
in the main text. It has not received wide attention. I attribute this to the fact that van Inwagen
builds this argument on the notion of an agent ‘having access to a possible world’. This relation
is not the well known accessibility relation of modal semantics, as van Inwagen is at pains to tell
us. He cheerfully admits such “‘access’ talk is arti�cial” but claims “it not therefore unusable in
everyday life.” (1983, §3.8). I disagree with him on the latter point, but this is not mymain concern.
Rather, given my earlier discussion of the gap between commonplace and philosophical notions
of free will, I see no reason to widen this gap into a chasm by replacing “ordinary ability talk” with
locutions about agential access to possible worlds, as van Inwagen advocates. We may need to
resort to modal language to formalize what intuitions we have, but we should not pretend our
intuitions come ready-packaged in such form. For these reasons I have set this argument aside.
14 Although see (Lewis 2015a,b) for his correspondence and published work on the free will

defence in philosophy of religion. Of course any such defence assumes free will as discussed here.
15 Cf. (van Inwagen 2004, fn. 21), (Huemer 2000) and (Vihvelin 2015).
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3.2 The core problem

The core pattern of the various Consequence arguments can be summed up
following Kapitan (2011, p. 2).16 In the argument schema below and in the
remainder of this essay P0 is a true proposition about the state of the world
at some time in the distant past. L is a true proposition asserting the laws of
nature and P is a true proposition about the state of the world at t when Alice
acts. Thus we have:

1. P is a consequence of (P0 & L).

2. It is unavoidable that (P0 & L).

��� It is unavoidable that P.

The two premises must be supplemented by a crucial inference rule which
formalizes the closure of unavoidability under the ‘consequence’ relation:

UC It is unavoidable that p; q is a consequence of p ` It is unavoidable that q.

This pattern of argument draws its strength from twounderlyingwidely shared
assumptions. Firstly: nothing can be done to change the past or the laws of
nature. Moreover no normal human being has any choice about what they are.
Secondly: the present ‘follows’ from the past given the laws. Moreover this
connection is all the stronger under determinism.

The former assumption will come under �re in what follows. We shall see
that it �gures prominently when assessing the cost of various compatibilist
proposals.

The latter assumption will also be scrutinized. The notion of ‘consequence’
in UC needs to be spelt out in more detail before we can assess its philoso-
phical merit, or the soundness of the argument. We shall see that those who
hold a Humean conception of laws (they supervene on the facts, rather than
necessitate them) will considerably water down the strength of the connection
highlighted by determinism.

Furthermore even if the conclusion is warranted it does not immediately
contradict the FWT. However, the claim is that P does specify, amongst many
other things, what Alice chose to watch. Hence her ability to do otherwise
must be defended in the face of the unavoidability of what she actually did.
Therein lies the tension which the Consequence Argument brings out.

In order to prove his case the incompatibilist must: i) explain how un-
avoidability and agential ability are related; ii) explain how the notion of ‘con-
sequence’ and determinism are related and iii) justify the inference rule UC. I
will discuss van Inwagen’s attempts to do this in the following sections.

16 Cf. (van Inwagen 1983, p. 56).
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3.3 Van Inwagen’s First Formal Argument

This is the First Formal Argument nearly as it appeared in the Essay.17 I have
taken two liberties with the original text: �rstly I have changed references to the
judge J to our Alice (and her hand). Secondly, I have changed the phrase ‘could
have rendered false’ into ‘was able to render false’. The latter is a substantive
change admittedly, but one that van Inwagen would avow, see (2004, fn. 17). It
has the dual advantage of preventing confusion: ‘could have’ can mean ‘was
able to’ and ‘might have’; we are interested in the former meaning. It also puts
the conclusion of the argument in direct opposition to the FWT which is also
couched in terms of abilities. Recall Alice did not actually raise her hand inmy
scenario. The point of contention is whether she was able to: the FWT asserts
she was and van Inwagen argues she was not if determinism is true.

Without further ado this is the argument:

(1) If determinism is true, then the conjunction of P0 and L entails P

(2) It is not possible that Alice have raised her hand at t and P be true

(3) If (2) is true, then if Alice was able to raise her hand at t, Alice was able to
render P false

(4) If Alice was able to render P false, and if the conjunction of P0 andL entails
P, then Alice was able to render the conjunction of P0 and L false

(5) If Alice was able to render the conjunction of P0 and L false, then Alice
was able to render L false

(6) Alice was not able to render L false

��� If determinism is true, Alice was not able to raise her hand at t

It is a valid argument uncontroversially.18 Hence if we accept the premises,
the conclusion follows and, in particular, it follows even though van Inwagen
has not provided a worked out theory of agential ability. Hence I agree with
Kapitan that “what makes the consequence argument so attractive is that it is
plausible prior to any analysis of ability” (2011, p. 136), whilst achieving the
incompatibilists’ main aim.

Therefore a compatibilist must seek to undermine the premises of the ar-
gument. I will discuss how Lewis went about this in the next section.

17 It has a slightly di�erent second premise compared to (van Inwagen 1975) and highlights the
distinction between propositions and acts.
18 Suppose we deny the conclusion: assume determinism and suppose Alice was able to raise her

hand at T. Starting with the second antecedent in (3) this sets up a cascade of modus ponens until
we infer the consequent of (5), i.e. ‘A could have rendered L false’ giving a contradiction with (6).
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3.4 Lewis’s reply: Weak and Strong abilities

I start by summing up Lewis’s strategy. His reply consists of pointing out a
di�culty with the phrase ‘was able to render false’. Speci�cally he argues that it
is a “term of art” (1981, p. 119) and as such needs to be analysed more carefully.
He goes on two give two possible meanings to the phrase and to argue that
both allow one premise in the First Formal Argument to be denied. He also
hints that there is no “meaning that would make all [van Inwagen’s] premises
defensible without circularity” (ibid.), but does not give an argument to this
end. I highlight this because his reply may win the battle but not the war, as it
leaves the door open to further attempts to explicate this crucial phrase. But
this part of the debate has displayed all the hallmarks of a war of attrition with
neither side gaining a decisive advantage to date.19 Thus for our purposes it
will be enough to restrict ourselves to Lewis’s original remarks.
I will now discuss the details of his reply, starting with a de�nition:

‘An event falsi�es a proposition’ i�, necessarily, if the event occurs then the
proposition is false.20

Agents can also falsify propositions through their actions, which Lewis seems
to consider a subclass of events. Thus:

W ‘Alice was able to weakly render p false’ i� there is an action A such that

i) Alice was able to do A

ii) If Alice had done A, then some event would have falsi�ed p.

S ‘Alice was able to strongly render p false’ i� there is an action A such that

i) Alice was able to do A

ii) If Alice had done A, then A or its causal downstream would have falsi�ed p.

By causal downstream of an event e, I mean any event which has e in its causal
history.21 Lewis compresses both de�niens into

‘Alice was able to do something such that, if she did it, the proposition would
have been falsi�ed ...’

This is less of a mouthful, but obscures the conditions to be met somewhat.
Firstly, I have interpreted clause (ii) in each de�nition to be a counterfactual
claim. This is not clear from Lewis’s phrasing. Elsewhere he employs fully
counterfactual constructions such as “Had I raised my hand, a law would have
been broken” (ibid., p. 116) so I think my reading is licit. Secondly, it obscures
the fact that these abilities-to-render-false are parasitic on everyday abilities
19 See (Speak 2011) and (Kapitan 2011) for the latest news from the front.
20 Formally: ‘an event falsi�es p’ ��D ⇤.‘event occurs’ ! ‘p is false’/, where ! is the material
conditional. I have taken another slight liberty with the original. Lewis has the phrase ‘would
falsify’ in the de�niendum. I have chosen the ‘falsi�es’ over ‘would falsify’ to highlight the fact that
Lewis is using a counterfactual condition in de�nitions W and S.
21 See (1987b) for Lewis’s own view of causal histories. For the present purposes it is enough to

consider any chain of events in the cause-e�ect relation with their successor.
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through clause (i). It is still a hard philosophical problem to give an analysis
of what someone’s ability to do A is. As I read him, Lewis thinks he does not
need to in order to head o� the incompatibilist challenge.

He does so as follows. He insists that our actions may at most be in the
causal downstream of a miracle and never in the causal upstream of one. Or,
to put it in terms of laws, we are able to render a law of nature false in the weak
sense but not in the strong sense. We are able to bene�t from miracles but
not bring them about. I will assess this claim shortly. First, I will explain how
Lewis puts this distinction to work to undermine van Inwagen’s argument.

Lewis accepts the �rst four premises of the First Formal Argument. But he
rejects premise (5) or (6) depending on which meaning of ‘was able to render
false’ we adopt. And given “there is nothing in van Inwagen’s text to suggest
any third meaning that might work better than these two” (Lewis 1981, p. 119),
the incompatibilist challenge may be met.

On the weak reading of ability, he rejects premise (6). Some eventwould have
rendered L false. Some event would have broken the law. In his own words:

(Lewis 1981, p. 116–117)

Had I raised my hand, a law would have been broken beforehand. The course
of events would have diverged from the actual course of events a little while
before I raised my hand, and at the point of divergence there would have been
a law-breaking event—a divergence miracle, as I have called it (Lewis 1979).
But this divergence miracle would not have been caused by my raising my
hand.

Thus he can maintain, contrary to (6), that Alice was weakly able to render L
false.

On the strong reading of ability, he rejects premise (5). His reason for doing
so seems to boil down to this: van Inwagen has cherry-picked an example that
proves his point. Speci�cally, the exemplar case in the 1975 article is disanalog-
ous to the case at hand. In both cases Lewismaintains the agent is able to render
false, in the strong sense, the conjunction of historical and non-historical pro-
positions. In the example the non-historical conjunct is a proposition about
someone’s future travels. In the First Formal Argument the non-historical
conjunct is a proposition about the laws of nature. Hence he disputes what we
may infer from this ability in the two cases. Whereas the traveller is able to
falsify, in the strong sense, the non-historical conjunct, Alice is not. Therefore
the traveller’s example does not support premise (5), it merely provides a case
where it is true. The most Lewis is willing to concede is a modi�ed version of
(5):

5* If Alice was strongly or weakly able to render the conjunction of P0 and L
false, then Alice was weakly able to render L false.

If he is correct then the First Formal Argument is not sound on the weak read-
ing and not valid on the strong one.

18



3.5 Arguments for Local Miracle Compatibilism

The plausibility of Lewis’s reply turns on whether he has a principled reason
to uphold i) miracles may occur (although not in our causal downstream) and
ii) the modi�ed premise 5*. I will discuss his reasons in turn in the next two
sections.

3.5.1 From counterfactuals to miracles

It is clear Lewis’s reply would not be very convincing if his reason for i) amoun-
ted to ‘it secures the existence of free will’. Moreover, his reply would not be
very convincing if this reason were not a very good one. He needs to justify
the need for a miracle, no less!

Once again it comes down to an issue of philosophical cost. What can Lewis
put on the scales to outweigh his belief in miracles? The answer can be found
scattered across his writings,22 starting with his book Counterfactuals (2001) and
culminating in his counterfactual theory of causation (1973). Counterfactuals
certainly bear a large load in Lewis’s philosophy. This already o�sets part of
the cost. It remains to be seen whether miracles are so indispensable to his
theory of counterfactuals as to justify his belief in them.
Counterfactuals are subjunctive conditionalswith contrary-to-fact antecedents:

N Had Captain Savitsky launched his torpedo, then nuclear war would have
broken out.23

I do not wish to give a poor rehash of Lewis’s theory of counterfactuals, but
merely to point out which of its moving parts requires miracles. So, in bare
outline, a counterfactual ‘aÄ c’ is true just in case the material conditional
‘a ! c’ holds throughout a suitable set of possible worlds centred on the actual
one ˛, with at least one true instance of the antecedent. The suitable set of
possible worlds is de�ned in terms of the relation:

wS˛ w is similar to ˛ to degree d or more.

Any world w that makes the cut belongs to the set, any world that misses it
does not. Choosing di�erent degrees of similarity leads to a nested class of sets
centred on the actual world.

Returning to Captain Savitsky, a small, local change in the course of history
would have been enough to bring about an enormous change thereafter. N is
a true proposition. However, on a naive, but democratic view—all di�erences
between worlds count the same—N turns out to be false.24

22 See the Appendix of (Lewis 2001) for an annotated list of his writings which deal with coun-
terfactuals.
23 See (Savranskaya 2005) for a chilling eyewitness account of events aboard the Soviet submarine

B59 during the Cuban Missile Crisis. This example is salient precisely because these events very
nearly brought about a nuclear war. Thus there is no doubt that the corresponding counterfactual is
true, in our ordinary practice.
24 In the actual world the antecedent is false, as is the consequent. Suppose that in w Savitsky
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This led Lewis and others (Lewis 2001, p. 75–77, 1979; Bennett 2003, Ch.
12) to re�ne the similarity relation and give greater weight to certain di�er-
ences than others. Examples like N show that similarity in the lead up to the
antecedent trumps later dissimilarity. And similarity in the lead up trumps
dissimilarity in the lead up. So the closer the past matches the better.
This brings out the connection with miracles. Under determinism, perfect

match in the past entails a unique future. In turn this entails the contrary-to-
fact antecedent cannot be true given the laws of nature. If the antecedent were
true, a law of nature would have been broken. Thus Lewis must accept this key
claim:

M If counterfactuals:

a) require possible world semantics;

b) are compatible with determinism;

c) require perfect similarity in the lead up history;

then a contrary-to-fact antecedent can only be true because of a miracle.

Viewed this way, a miracle is the price we pay for having a theory of counter-
factuals under determinism. Counterfactuals pervade Lewis’s philosophical
system and our own everyday reasoning.25 Lewis cannot do without them, nor
can we. If M is correct then he cannot do without miracles. Thus “a small,
localized inconspicuous miracle” (2001, p. 75) is also the right price to pay.

To my knowledge he never spelt out the argument in defence of miracles—
clause i) above—quite like this, but I think it is the most convincing one he
could give to justify his compatibilism. It can also be deployed convincingly
against van Inwagen’s Consequence Argument because it gives an independent
reason to doubt one of its premises.
There is a further argument Lewis could add to tip the scale in his favour.

Lewis defended a best system account of laws:

(ibid., p. 73)

A contingent generalization is a law of nature if and only if it appears as a the-
orem (or axiom) in each of the true deductive systems that achieves a best
combination of simplicity and strength.

Crucially, this account

(ibid., p. 74)

explains why lawhood is a contingent property. A generalization may be true
as a law at oneworld, and true but not as a law at another, because the �rst world
but not the second provides other truths with which it makes a best system.

launches the torpedo and nuclear war ensues. Further, suppose that in w’ Savitsky launches the
torpedo, but for some reason nuclear war does not ensue. On the democratic view of similarity,
the world w’ will always be more similar to ˛ than any world where the torpedo was launched
and nuclear war ensued. The huge change in subsequent history ensures that. Therefore, there
cannot be any set around ˛ where the conditional ‘Savitsky launched’ ! ‘nuclear war ensued’
holds. Hence N would be false under a democratic similarity relation.
25 For an overview of the experimental psychology literature on counterfactual thinking see

(Byrne and McEleney 2000; Thompson and Byrne 2002). For a philosophers’ view on the uses
of counterfactuals see (Bennett 2003, p. 231).
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Underlying all of this is a metaphysical thesis, that is “the central empiricist
intuition that laws are parasitic on occurrent facts” (Earman 1986, p. 85). Lewis
maynowhaggle thus: The price formiracles is lower than you think. True, laws
are never broken here, in the actual world. True, our actual laws are our crutch
and we are all the more reliant on them when theorizing in other worlds. But
our distrust of miracles need not make the crutch a burden. Lawhood is a con-
tingent matter. Perhaps one small miracle can even be accommodated by laws
that are almost our own: that is our actual laws, “complicated and weakened
by a clause to permit the one exception” (2001, p. 75). Which amounts to the
following. Nearby the actual world, there are worlds where one small, local
fact does not �t the pattern of facts we are used to. Nearby the actual world,
there are worlds where a small miracle need not entail lawlessness. Rather
almost-lawfulness by our standards and perfect lawfulness by theirs; we can
learn something from such worlds nonetheless!

I am sympathetic to Lewis’s view on lawhood but this latter argument suc-
ceeds only if we also accept a large part of his metaphysics. Firstly, some philo-
sophers (not necessarily incompatibilists) will question his reply precisely be-
cause they think there are no worlds where the actual laws do not hold. Rightly
so, as it stands, Lewis’s assertion to the contrary is bald unless you agree with
his modal realism. When talking aboutmodalities and counterfactuals wemay
use possible world semantics. Their usefulness is undoubted when employed
in the austereway of philosophical logic. Butmost philosophers (Bennett 2003,
p. 153) have not been willing to endorse the ontology Lewis brings with them.

Often there is still wide scope for philosophical convergence on higher
level claims,26 if we agree to keep a mental asterisk next to all possible world
talk. However this is not one of those cases. Here the disagreement over the
ontology of possible worlds inevitably spills over into a disagreement about
which class of worlds are relevant to our decision making and theorizing.

Lewis believed other worlds were entities very much like our own world:
“The other worlds are of a kind with this world of ours” (Lewis 1986, p. 2). If
you agree with Lewis that all worlds are equal in some sense, you will have
more reason to agree we can learn something from them; to agree that they
are relevant to our decision making and theorizing. But if you do not, you will
also have reason to doubt the higher level claim. But whilst the disagreement
persists, neither reason trumps the other and the impasse persists also.27 Thus

26 I note that van Inwagen agrees with me on this point, see his letter to Lewis in (2015b, p. 209).
27 There is one �nal haggle to be had over costwhich I have included out of scruple. When discuss-

ing a speci�c instance of a free action Lewis says (my italics): “To accommodate my hypothetical
raising of my hand while holding �xed all that can and should be held �xed, it is necessary to
suppose one divergence miracle, gratuitous to suppose any further law-breaking” (1981, p. 117).
The situation is the same one as considered for counterfactuals. Take an actual history, allow

onemiracle and then let events unfold lawfully thereon. For counterfactuals that is enough. Each
time we want to evaluate one we are committing ourselves to onemiracle (and nomore). However,
for free will we are committing ourselves to manymiracles (one for every free action). If so, Lewis
the compatibilist is committed to many more miracles than Lewis the counterfactual logician.
Perhaps Lewis would have replied that the miracles do not all take place in the same possible world.
Thus if we are willing to accept one almost-legal world then we should also be willing to accept a
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we come to understand van Inwagen’s remark (2004, p. 349), in reply to Lewis,
that the Consequence Argument succeeds if it succeeds in raising the price of
compatibilism. Especially if it raises it enough that only a modal realist can
a�ord it!

3.5.2 Premise 5 and the principle of disglomeration

I nowmove to the secondprong of Lewis’s reply to theConsequence Argument
(cf. §3.5). Neither Lewis, nor the authors of a cluster of recent papers on LMC
have adequately explained the reasons for denying premise (5) in the strong
sense and upholding premise 5*, cf. (Beebee 2003; Graham 2008; Oakley
2006; Pendergraft 2011). As I discussed, Lewis �atly denies van Inwagen’s
example supports premise (5). Granted, van Inwagen’s example does not work.
However, his positive reasons for 5* seem to amount to rhetorical questions:

(Lewis 1981, p. 120–121)

Given that one could render false, in the strong sense, a conjunction of his-
torical and nonhistorical propositions (and given that in the cases under con-
sideration, there is no question of rendering the historical conjunct false by
means of time travel or the like) what follows ? Does it follow that one could
render the nonhistorical conjunct false in the strong sense? That is what would
support Premise 5 in the strong sense. Or does it only follow, as I think that
one could render the nonhistorical conjunct false in at least the weak sense?

The more recent contributions muddy the waters by starting (with the excep-
tion of Oakley) from imperfect paraphrases of van Inwagen’s original argu-
ment. Most of them do not even contain the problematic Premise (5) and so
cannot properly engage with Lewis’s reply. Thus we are left with Lewis’s basic
contention: we are able to strongly falsify laws and past conjoined without
therefore being able to strongly falsify the laws. This might lead you to believe
the e�ort spent haggling in the last section was unnecessary as the goods are
spoilt anyway.

Luckily, Horgan diagnosed the problem with (5) in (1985). He points out
that it follows from two principles about Alice:

D1 If Alice is able to render false the conjunction of two propositions p and q,
then either Alice is able to render p false or Alice is able to render q false.

D2 If p is a true proposition that concerns only states of a�airs that obtained
before Alice’s birth, then Alice cannot render p false.

Thus you can see why I have christened D1 the ‘principle of disglomeration’.
Admittedly van Inwagen does not explicitly assume D1 and D2 to derive the
“general principle” of which (5) is a particular case. The general principle is:

multitude of such worlds. And this simply brings us back to the modal realism question. We have
come to an impasse once again. I believe the problem lies with miracles quamiracles, not in their
number.
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(van Inwagen 1983, p. 72)

If q is a true proposition that concerns only states of a�airs that obtained before
s’s birth, and if s can render the conjunction of q and r false, then s can render
r false.

Perhaps he believes the general principle stands on its own legs and does not
need to be broken down further. However the fact that van Inwagen emphas-
izes that q is a historical proposition cuts against this reply. Indeed, many
would agree that no one can render the past false (as does Lewis in the strong
sense). Why focus on q being historical if it does not help his argument? I
cannot see how van Inwagen could put this claim to work without relying on
D1 implicitly. And thus we have Horgan’s diagnosis: D1 relies on “an invalid
inference” which in turn undermines (5). I will explain the problem in detail
below.
Principle D1 requires the following distribution axiom to hold:

D ⇤.p _ q/ ! .⇤p _ ⇤q/.

To see why recall that the antecedent of D1 holds when:

i) Alice is able to do A

and

ii) ‘Alice does A’Ä ⇤.:p _ :q/.28

The consequent of D1 holds if Alice is able to do A as before and

.‘Alice does A’Ä ⇤:p/ _ .‘Alice does A’Ä ⇤:q/.

Suppose arguendo that Alice is indeed able to do A and that there is a suitable
set around the actual world which allows the counterfactual conditionals to
be replaced by normal conditionals. By eliminating a super�uous disjunct we
have:

‘Alice does A’ ! .⇤:p _ ⇤:q/

Having made all these preliminary assumptions D1 can only be true if the
following holds:

�
‘Alice does A’ ! ⇤.:p _ :q/

⌘
!

⇣
‘Alice does A’ ! .⇤:p _ ⇤:q/

⌘

If the counterfactuals were trivially true, that is if Alice does not do A at any
world in the sphere, D1 is also trivially true, without further question. If the
counterfactuals are to be entertainable, we add the further assumption that
‘Alice does A’ at some world within the set. This allows us to eliminate the
repeated antecedents above. Hence D1 is true if:

⇤.:p _ :q/ ! .⇤:p _ ⇤:q/

28 By applying De Morgan’s Law.

23



is true. In the standard modal logics D is not a theorem (Jennings 1995, p. 9). I
take this to be the essence of Horgan’s diagnosis.
I think the problem runs deeper. Peter Drábik (2007) has studied what fol-

lows from adding D as an axiom, to any normal modal logic.29 One obtains a
logic with extremely strong deterministic properties. In particular D is equi-
valent (ibid., thm 3.1.6) to the formula:

F ˘p ! ⇤p.

Now recallW is the set of worlds which satisfy the laws of the actual world. Let
pt be proposition expressing the physical state of the Universe at t in ˛. Given
pt is possible—it is true in the actual world—then it will be true at all worlds
inW . By changing t we could automatically enforce agreement throughout
history and ensure determinism reigns. Van Inwagen could try and turn this
to his favour by adding the premise

(0) If determinism is true then the distribution axiom D holds.

However I think Lewis can rebut this move, and frankly so should we. De-
terminism allows for di�erent histories to obtain within a set of worlds which
have the same laws. It prohibits worlds which share some segment of history
from diverging thereafter. Contrariwise, F outlaws diversity in history a priori.
Determinism cannot maintain its empirical respectability under such stric-
tures. Recall Earman’s intimation (§ 2.3) that we should decide the truth of
determinism by looking at the properties of the ‘great’ di�erential equations of
physics. These equations simply do not proscribe solutions with initial states
that evolve into di�erent states from the actual one. Quite the opposite: the
study of uniqueness of solutions is aimed at ensuring unique histories unfold
from the plenitude of allowed starting points!

This concludes my discussion of the arguments for and against premise (5)
taken in the strong sense. It also concludes my discussion of Lewis’s contri-
bution to the free will debate. In the next section I will discuss van Inwagen’s
Third Formal Argument which Lewis never replied to. I will show how it is
related to the �rst one and su�ers from related weaknesses.

29 Normal modal logics are a wide class of modal logics and include most of the systems which
are generally discussed in the philosophical literature. So they would be the �rst logics we would
look to anyway if we wanted to salvage D1. For a complete overview see (Hughes and Cresswell
1998, pp. 359–362) where the various normal logics are built up axiomatically from the weakest
modal logic K.
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3.6 Van Inwagen’s Third Formal Argument

This is van Inwagen’s Third Formal Argument:

(1) ⇤
�
.P0 & L/ ! P

�

(2) ⇤
�
P0 ! .L ! P/

�

(3) N
�
P0 ! .L ! P/

�

(4) NP0

(5) N.L ! P/

(6) NL

��� NP

Van Inwagen introduces a new propositional operator N which translates as:

NP “no one has, or ever had, any choice about whether” P holds.

The argument is valid once we grant the following two “inference rules” (van
Inwagen 1983, p. 94):30

.˛/ ⇤P ` NP;

and

.ˇ/ N.P ! Q/, NP ` NQ:

The following rough and ready ‘derivation’ should give an idea of the relation
between the First and Third Formal Arguments.31 It suggests they are in fact
equivalent.
Start with the disglomeration principle D1 of the previous section as an

axiom. Let RP stand for the ability to render P false and D1 becomes

D1 R.P0 ^ L/ ! RP0 _ RL:

Contraposing we get:

:RP0 ^ :RL ! :R.P0 ^ L/:

And assuming:

:R ⌘ N,

we obtain the ‘principle of agglomeration’ as an inference rule:

A1 NP0, NL ` N.P0 ^ L/:

30 One wonders whether premises by any other name would appear as true...
31 See the Appendix of (Horgan 1985) for a more careful study of the relation between the two

arguments and in particular between N and R. My derivation captures the key ideas of this dis-
cussion.
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The principle of agglomeration for N has been widely recognized to be a fatal
problem for rule .ˇ/, starting with (McKay and Johnson 1996) and ending with
van Inwagen (2005, p. 165) conceding the invalidity of .ˇ/. I note that this is
based on independent counterexamples developed by those authors; the fact
that D1 and A1 seem to be di�erent aspects of the same principle is a further
problem in light of my discussion in the previous section.
So much so that this has sparked a “cottage industry” (Speak 2011, p. 118)

of counterexamples and attempts to amend .ˇ/ to get around them. I do not
share these authors’ faith that more and more fancy versions of the inference
rule will unlock hereto untapped philosophical riches, so I will not pursue this
line further. Forme, it is enough to have shown that the First andThird Formal
Arguments belong to the same family and su�er from related di�culties as a
result.

3.7 Moral of Chapter 3

Van Inwagen’s Consequence Argument is a formidable tool in the incompatib-
ilist repertoire. It brings out the most controversial part of what compatibilists
believe and most importantly seems to shift the burden of proof into their
court as theymust now �nd and defend an analysis of ability which can escape
its strictures.

In this chapter I have focused on Lewis’s reply in the form of LocalMiracles
Compatibilism. This thesis has much to recommend it: it grants most of the
incompatibilists’ premises, including the de�nition of free will. It also does
not become embroiled in the debates over T3 I alluded to in §2.1. Perhaps it
even vindicates the folk view of decision making discussed by Knobe.
The one major downside is its reliance on miracles. I have shown how this

assumption is entangled with a host of other considerations across the length
and breadth of Lewis’ metaphysics. This is cuts both ways for Lewis, it justi�es
his position, but leaves him without allies in defending it.
Finally we now see what brings about the stalemate between him and van

Inwagen as we set out to do. In the next chapter I re-examine this balance in
the light of new evidence.
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Chapter 4

New Challenges to LMC

In this chapter I will discuss two new challenges to Lewis’s Local Miracle Com-
patibilism put forward by Landsman (2016) and Dorr (2016). What distin-
guishes these challenges is that they both develop novel arguments on physical
grounds, the former from quantum mechanics and relativity, the latter from
statistical mechanics. This sets them apart from the philosophical literature
on LMC we have encountered in the previous chapters. These two challenges
have both appeared within the last year and to my knowledge neither have
been replied to in print.

4.1 The FreeWill Theorem

Once again I begin with some history. The FreeWill Theorem is a result origin-
ally published by Conway and Kochen (2006) and then further strengthened
in (2009). I will be focusing on the reformulation of this result by Cator and
Landsman (2014). I will brie�y explain why below.
Despite its name, the original Free Will Theorem is �rst and foremost a

result in the foundations of quantummechanics, in the wake of the well known
theorems ofBell andKochen-Specker. Manyhave thought that the signi�cance
of these results goes beyond the technical debates in quantum mechanics and
tells us something about reality itself, in this instance about free will. We live
in the age of experimental metaphysics, as Shimony put it (1993, p. 64).
Some of the more sweeping pronouncements of this age will raise philo-

sophers’ hackles; certainly Lewis’s:

cont.

maybe the lesson of Bell’s theorem is exactly that there are physical entities
which are unlocalized, and which might therefore make a di�erence between
worlds—worlds in the inner sphere—that match perfectly in their arrange-
ments of local qualities. Maybe so. I’m ready to believe it. But I am not ready
to take lessons in ontology from quantum physics as it now is. First I must see
how it looks when it is puri�ed of instrumentalist frivolity, and dares to say
something not just about pointer readings but about the constitution of the
world; and when it is puri�ed of doublethinking deviant logic; and—most of
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(Lewis 1987c, p. xi)

all—when it is puri�ed of supernatural tales about the power of the observant
mind to make things jump.

The problem is that there is no agreed upon interpretation of quantummech-
anics. And that is precisely what would be needed to settle broader meta-
physical questions of interest to philosophers. Thus to make use of quantum
mechanics to draw sweeping metaphysical conclusions begs the question.
I agree with Lewis insofar as we should not mistake the metaphysics of

any particular luminary—Bohr or Einstein or the author of your favourite
textbook—for the metaphysics of the theory. Quantummechanics simply does
not come with a metaphysical instruction booklet attached. Nonetheless I
believe these results can be a starting point for fruitful philosophical work. As
Wüthrich notes, this kind of foundational theorem, properly understood,

(Wüthrich 2011)

does not in any way rely on an interpretation of the theory, i.e. it does not
presuppose a solution to the measurement problem. Just as Bell’s theorem
and the Kochen-Specker theorem it can thus be seen as imposing constraints
on any viable interpretation.

With a viable interpretation in hand and any metaphysical assumptions out
in the open, physics has plenty to contribute to metaphysical questions. Per-
haps not settle them, but certainly constrain the workable interpretations by
suggesting hitherto unforeseen possibilities or di�culties. Rightly interpreted
the Free Will Theorem does just this.

This bringsme to the Cator and Landsman paper which adopts this attitude
from its the very title. They have also zeroed in on the main de�ciency of the
Conway and Kochen papers. Conway and Kochen’s philosophical conclusions
are simply unwarranted given their metaphysical assumptions. How so? One
of their premises boils down to

EFW Alice has ‘free will’ in a special scenario:32 she has a free choice amongst
alternative courses of action.

They o�er a rather thin analysis of ‘free will’ which has attracted much criti-
cism.33 We are told that Alice’s choice of action being free

(Conway and Kochen 2009, p. 228)

means [...] that it is not determined by (i.e., is not a function of) what has
happened at earlier times (in any inertial frame)

It should be clear that this is not the FreeWill Thesis of previous chapters. Nor
is determinism equivalent to functional dependence of state on time as Russell
pointed out over a hundred years ago (1912).34 And above all, if Alice’s choice
32 I have stripped the technicalities to make the philosophical point clear. Nonetheless you may

want to check I have not done so tendentiously. The premise I am referring to is MIN (Conway
and Kochen 2009, p. 228). The alternative courses of action are choices of mutually exclusive
experimental settings—triplets of directions—in a bipartite quantum system.
33 See (Landsman 2016, pp. 2�) for a survey of critical literature.
34 See also (Earman 1986, Ch.2, § 5).
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at t can be paired with more than one earlier state of the Universe, then EFW
collapses into assuming indeterminism at the outset.35

Nothing Conway and Kochen have to say convinces me otherwise. Hence
I set them aside in favour of the Cator and Landsman result as it is explicitly
aimed at bridging this de�ciency. They eliminate the problematic assumptions
of Conway and Kochen’s version and prove the theorem under the assumption
of determinism.36

Finally I stress this for future reference: Conway and Kochen’s Free Will
Theorem and Cator and Landsman’s FreeWill Theorem go by the same name,
but engender almost diametrically opposed philosophical conclusions. I have
explained why I reject the former; here on after I will be dealing exclusively
with the latter. Hence I will refer mainly to the follow-up paper by Landsman
(2016) because it engages the ‘traditional’ philosophical literature on free will.
In particular Landsman argues the Free Will Theorem tolls for Lewis’s Local
Miracle Compatibilism. If so, nothing could be better, physics �nally brings
clarity to a long standing philosophical problem! In what is to follow I will
play devil’s advocate in order to assess the true import of this revised FreeWill
Theorem.

4.2 Landsman on the FreeWill Theorem

The Free Will Theorem comprises four premises and a background ‘experi-
mental’ set-up. The set-up describes an experiment which has not yet been
performed in practice, but may well be one day. It runs as follows.
We consider a bipartite system: two spin-1 particles are produced together

in an entangled state and then go their separate way towards distant labs. Alice
makes three consecutive measurements on her particle in her lab, as does Bob
on his particle in his lab. Both Alice and Bob have several alternative settings
available to them, each setting speci�es how the three measurements will take
place.37 Both labs use the same type of apparatus and are measuring the same
physical quantities on their respective particles. The apparatus returns a read-
ing at the end of the measurement process in the form of a triplet of zeroes
and ones, e.g. .1; 1; 0/.

Let the set of possible physical states of the Universe beX . Likewise, let the
set of possible settings be XA for Alice and XB for Bob. Following the original,
I will speak of ‘settings’ laxly using twomeanings interchangeably. In the usual
physics sense they are just labels for the ‘ready tomeasure on setting s’ states of

35 Cf. (Wüthrich 2011, p. 387).
36 I will discuss to what extent their Determinism premise is indeed full-blooded determinism. I

also note that the Free Will Theorem takes the form of a reductio of the Free Will Thesis, thus a
claim determinism holds can take appear as an explicit premise (we could very well put it as an
antecedent to another premise andderive a contradiction conditional upon it by a valid argument).
37 It emerges from the proof it is enough to imagine that Alice and Bob each pick a setting from

a set of 33 mutually exclusive possible settings: each one is a triplet of directions along which
one of the three sub-measurements will take place. See (Cator and Landsman 2014, p. 789) and
(Wüthrich 2011, p. 381) on this point.
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the apparatus. In the extended sense they are the short chain of events which
bring the apparatus into the appropriate label state following Alice or Bob’s
choice some time before the actual measurement.38 The content of the set
XZ is trickier to specify, but its nature will emerge in due course. For now,
it includes the quantum mechanical state of the bipartite system  0 and any
other “relevant physical variables excluding Alice or Bob” (Landsman 2016, p.
10). Finally, let the set of possible readings, which by design is the same for
both Alice and Bob, be denoted ⇤.
Now we consider generic functions de�ned as follows:

A W X ! XA; B W X ! XB ; F W X ! ⇤; G W X ! ⇤; Z W X ! XZ:

We also consider two further functions

yF W XA ⇥ XB ⇥ XZ ! ⇤; yG W XA ⇥ XB ⇥ XZ ! ⇤

I may now state the four premises of the theorem:

Determinism The following hold:

D1 The physical situation in the experiment �xes the exact form
of the functions A; B; F; G; Z; yF ; yG.

D2 For each state x 2 X the functions above are consistent:

F.x/ D yF .A.x/; B.x/; Z.x// (4.1)

G.x/ D yG.A.x/; B.x/; Z.x// (4.2)

Freedom For each .a; b; z/ 2 XA ⇥ XB ⇥ XZ there exists an x 2 X such
that A.x/ D a; B.x/ D b; Z.x/ D z.

Nature The following hold:

N1 The set ⇤ contains three possible results is given by

⇤ D f.1; 1; 0/; .1; 0; 1/; .0; 1; 1/g (4.3)

(due to the starting quantum mechanical state being
 0

��D
�

j�1i j�1i C j0i j0i C jC1i jC1i
�
=
p

3 and the quant-
ities being measured).

N2 Bob chooses the same settings as Alice.

Locality In the experiment the function yF does not depend on b and the
function yG does not depend on a (due to the distance between
Alice and Bob’s lab).

The Free Will Theorem is the result that the above four premises are jointly
inconsistent (Cator and Landsman 2014, Thm 4.2). The philosophical conclu-
sion is that this result “challenges compatibilist free will á la Lewis” as it pits
38 Ultimately we are interested in themoment Alice chooses a particular setting; presumably this

event occurs somewhat earlier than her apparatus being set to a label-like value we call ‘the setting’.
But this is akin to Alice raising her hand to choose a movie. We speak of the action choosing
a movie, of her raising her hand to bring this about ceteribus paribus and presumably this is all
preceded by some event in her brain we might ultimately wish to call ‘her choice’.
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two of its central claims against modern physics in the form of the latter two
premises above (2016, p. 1, p. 11).
The premises above need some further unpacking before they can be ex-

plicitly related to Lewis’s views. As they stand both Freedom and Determinism
are not just alternative formulations of FWT and Det from Chapter 2. Thus
substantive question is whether i) Lewis committed to these two premises and
ii) whether he can circumvent this argument in some other way. I will examine
both these points in the following sections.

4.2.1 Interpreting theDeterminism premise

The �rst issue Determinism brings up is this: what are the functions posited by
D1 exactly? In particular how does the physical situation �x their exact form?
Firstly, Landsman’s own words on the matter (when referring to the func-

tion Z): it “should be chosen (by the theory in question)” so that D2 holds. I
have interpreted this more widely in D1 by explicitly requiring that the phys-
ical situation �xes their exact form. Thus both the laws and the particulars
of the situation contribute to �xing these functions. This is not simply nit-
picking. Given two sets, a multitude of functions exist between them in the
austere mathematical sense. We need a criterion to pick out the relevant one,
and, more to the point, the one that we may put to philosophical work. As I
read him, Landsman is thinking along the same lines when he stipulates in
a footnote that the physical state x should “control what is going on, such as
Alice’s actions, namely through functions like A. Without these states39 mean
little” (ibid., fn. 6).
We will see none of these functions are �xed in a straightforward way by

current physical theory, but for a di�erent reason in the case of yF and yG as op-
posed toA; B; F; G; Z. Nonetheless it is enough that they could be in principle
for the argument to succeed.

The interpretation of QM and the functions yF and yG

In this bipartite experiment we start with the entangled particles in a particular
quantum mechanical state  0. This is the complete state of the system, at least
as far as for-all-practical-purposes (FAPP) quantum mechanics is concerned.
Where I say FAPP, many would say orthodox or standard, but I speci�cally do
not wish to prejudge issues of interpretation. Given this state, FAPP quantum
mechanics does not �x the outcome as a function of settings and starting state.
Indeed the notorious Collapse postulate is required to ensure that the theory
places the state of the system after measurement in the correct set O of ‘out-
come states’. Even then the theory does not �x which outcome state the system
is in, except in the special case where O contains just one possible outcome.
Whenmultiple outcomes are compossible with the quantities being measured
39 For absolute completeness I note that Landsman is referring to Alice’s psychological state a,

which in the bipartite experiment presumably bring about the setting a (see the discussion leading
to footnote 38).
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the best FAPP quantum mechanics can do is predict the mathematical probab-
ilities of each outcome occurring (the Born rule).40 Yet further interpretation
is required to link them to the relative frequencies of outcomes in repeated
experiments, which is what we can observe.
For our state  0, the set of outcomes O contains three states because of

the quantities being measured. In FAPP QM this also means that ⇤ contains
three outcomes as stipulated by Nature because the apparatus is assumed to
correlate perfectly with the system it is measuring. Thus the functions yF and
yG are not �xed by FAPP quantum mechanics. However it would be wrong
to surmise that the measurement process is the locus of indeterminism in
quantum mechanics under all viable interpretations.

Certainly, one often hears determinism fails because of what we know from
quantum mechanics. So much so that this idea has permeated through to
philosophers engaged in the traditional free will debate, we even �nd a sali-
ent example in the Essay (1983, p. 191�). However this failure lies with the
philosophy of physics PR department rather than at determinism’s door. The
question of determinism in QM is inherently caught up in the problem of
interpreting the theory as I have been at pains to point out. In particular the
thorniest issue centres on the problem of interpreting what the theory has to
say concerning measurements. Zooming in even further, one of the central
points of disagreement centres around the interpretation of probability in the
Born rule: is it objective or epistemic? Does it refer to individual systems or to
ensembles of identical systems or even to actuarial classes of relevantly similar
systems? Is it an intrinsic single-case property of the system?
A full discussion of these issues would lead us too far into the depths of

the debate about the interpretation of quantum mechanics. I can safely say
no consensus has yet been reached. Nonetheless I recommend appendix A
of (Leifer 2014) for a crisp overview of the main positions on the question of
probabilities. My own position is I agree with Leifer that objective intrinsic
probabilities are incompatible with determinism, as did Lewis (1987a, p. 118). If
interpreted quantum mechanics turns out to contain such probabilities then it
is indeed indeterministic. However I join him in arguing that it is the problem
of interpreting the theory, in particular the probabilities in the Born rule, that
may lead us to postulate such probabilities and not the other way round. Thus
in any debate where the foundations of quantum mechanics are themselves
up for grabs, then so is the issue of determinism.
If we move beyond FAPP QM, to QM* say, the theory may well be able

to provide a function that returns the outcome given the settings, given the
initial state 0 and any additional variables itmay require (aside from a variable
specifying the outcome itself in retro-causal fashion). I hesitate to use the
term hidden variables for these additional inputs in QM*, but I suspect many
would interpret them in this way (and so disdain them also). Contra these
naysayers, I read Landsman as suggesting that we do not try to explicate yF ; yG
40 By mathematical I mean probabilities as axiomatised by Kolmogorov, again without pre-

judging the question of their interpretation.

32



in any more detail than we need, whilst rejecting indeterminism during the
measurement process. Perhaps, if the additional variables are truly hidden
they are inaccessible to us, but they may contribute nonetheless to �xing the
outcome through functions like yF and yG.

Supervenience and the functions of physical state

The functionsA; B; F; G; Z bring up related concerns and somemetaphysical
concerns of their own. Take the function A as an example. On the most
austere interpretation, it simply associates physical states of the Universe with
settings on Alice’s apparatus. The physical states of the Universe will be the
basic entities in the yet to be discovered Theory of Everything—something
like wavefunctions in quantummechanics or �elds in relativistic theories. This
may bother you as it is very hard to pin down an entity which is always one new
theory away. This is a recognized issue with physicalism going back to Hempel,
but I do not think it ought to trouble us unduly.41 It a�ects all physicalists
equally. Rather, I think the more troublesome issues lie at the level above
the fundamental one, where the sets XA; XB ;⇤; XZ reside. How are actions,
settings and other agential-level states related to the physical state? And what
part does this play in �xing the functions above?

For example, Landsman requires that

(2016, p. 7)

A is the function that describes which action a D A.x/ 2 XA the agent takes if
the world is in state x.

Further down he adds

(ibid., my italics)

Alice’s action a at some �xed time t is determined by the state x of the world
at that time.

Oneway to interpret this is in terms of a supervenience relation, e.g. no change
in the setting a without a change in the state x which obtains when the setting
is chosen.42 This approach also commends itself for often being cited as a
minimum requirement for physicalists of all stripes (Lewis 1983a, pp. 361–
365). On this interpretation D1 says:

D1* The agential level states supervene on the physical state of the world: there
can be no change in the agential level states without a change in the

41 Hempel’s essay (2001) is usually quoted as the�rst place this dilemmawas posed. This is curious
as he was actually discussing biology in the only passage (ibid., p. 192) that vaguely resembles a
statement of the dilemma. Further on he discusses a di�culty for determinism which is again
related but not quite the issue above. All in all, I prefer Crane and Mellor’s (1990, p. 188) crisp
statement of the problem.
42 This interpretation is vindicated by Butter�eld (2012, p. 9) who mirrors Landsman’s second

quote when de�ning supervenience: the higher level property is determined by the lowel level one.
On the other hand it does exclude the “special case” Landsman mentions in footnote 5 (2016, p.
7) whereby the set of physical states is given by a Cartesian product of the agential level sets.
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physical state. Thus the physical situation �xes A; B; F; G; Z by �xing
which a; b; f; g; z supervene on which x.

You could still wonder whether the introduction of the supervenience relation
is not simply removing the original question by one step. One can still ask
how does the posited supervenience relation �x the functions above? Sadly,
philosophical discussions of supervenience are rarely couched in these terms.
Two recent exceptions are (List 2016; Yoshimi 2011).43 In particular, Yoshimi
introduces a ‘proposition’ to the e�ect that supervenience relations naturally
induce corresponding functions.

(2011, p. 378)

IfA andB are state sets, andA supervenes onB, then there exists a function
f W B0 ! A (where B0 is a subset of B), de�ned by the rule f .X/ D Y i� X

determines Y .

Nonetheless these general statements of how such functions arise will leave
you unsatis�ed if you crave details. As far as I can tell, these authors see the ex-
istence of the supervenience function as a more formal and correct statement
of the basic metaphysical claim supervenience is making. I should also add
they place themselves squarely in the the non-reductive physicalism camp.
This may explain why they do not feel the need to elaborate on the origin of
these functions any further: the levels are primary, whilst the functions are de-
rivative ways of associating them. List suggests we could conceive of genuinely
di�erent levels of possibilia—worlds of level-speci�c facts:

(List 2016, p. 9–10)

higher-level worlds need not be identi�ed with equivalence classes of lower-
level worlds; they merely pick out such equivalence classes. [...] In fact, two
distinct levels ˝ 0 and˝ 00 in L could supervene on one another and could thus
be viewed as distinct but isomorphic.

Of course taken literally such an ontology would be evenmore expansive than
Lewis’s modal realism. The usual alternative is to believe in some form of
representationalism about possible worlds (Bennett 2003, p. 155), for example
by considering them maximally consistent sets of sentences. In any case, a
representationalist will have no trouble in admitting that we use di�erent levels
of description and thatwe could allow for this explicitly in ourpossibilia, without
expanding our ontology.
In that case, I would still ask: suppose we are given a supervenience func-

tion, can we verify experimentally whether it correctly links di�erent levels
of descriptions? Take the example of a table and the phase space of its atoms
as the supervenience base for simplicity. The table surely supervenes on the
actual arrangement of its atoms. The table ‘state’ is associated to a point in the
phase space and tomany, many others besides—it still the same table if I move
it a foot to the left or in any other direction. Supposing we had the superveni-
ence function, would we able to check it is indeed correct? In detail: would we
43 The idea is also foreshadowed in (Sober 1999, p. 137).
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be able to check the correctness of each pairing of table to phase space point?
Yes in principle, di�cult in practice. There is a sense in which the function is
up to us. That is it may well be mind-dependent insofar as what counts as a
table depends on social and cultural facts which would in turn depend on what
individual people did and do hold to be a table. Physicalism implies (hopes?)
that these mind-dependent facts will themselves supervene on what is the case
physically. But the cautious physicalist should be prepared to accept that the
function she ends up with may be an ‘imperfect deserver’ of its codomain, or
one among such functions.44

We have reached deepmetaphysical waters, I do not propose to plumb their
depth any further for now. Enough that this brief excursion has convinced you
not to rule out such supervenience functions a priori. And enough to note that
Landsman’s argument applies to any supervenience function we may come
up with if they are non unique. The substantive assumption, which I join him
in making, is that such function can exist.

One �nal question: is the premise Determinism a full blooded vindication of
determinism? Not quite, nor is this required for the argument. Landsman says
clearly it would need to be “supplemented with Laplacian determinism” in or-
der to fully merit its name (2016, p. 10). As I have shown, all we are assuming
is determinism throughout the measurement process, albeit in a roundabout
way, taking a long detour through themeasurement problem inQMand the in-
terpretation of probability. I suppose nervous compatibilists might turn all of
this on its head, using the FreeWill theorem as a reductio of any interpretation
which threatens free will. Or they may reject the metaphysical assumptions I
have outlined, starting with the supervenience thesis. I am not amongst them.
Nor need they panic just yet: there is still a premise to look at!

4.2.2 Interpreting the Freedom premise

My immediate aim in this section is to interpret the Freedom premise. But my
overarching concern is to �nd out whether its denial entails FWT is false. Thus
I reissue the FWT below adapted to our present situation:

FWT Alice was able, at some time just before the measurement, to raise her
hand and thus select a di�erent setting a0 to the setting a she actually
selected.

We may immediately note that Freedom does not mention any abilities. I have
argued at length that the Consequence Argument should be understood as an
attempt to undermine FWT without committing to any particular analysis of
ability. Likewise Lewis’s reply is couched in similar terms, he is making claims
about cases when can reasonably claim to have a certain ability. He argues we
do not have the ability to strongly falsify a law, but compatibilism requires no
such ability to succeed. Up to this point I have been happy to join van Inwagen

44 I borrow this terminology fromLewis (1989, pp. 132�) who used it in discussing the far thornier
problem of the supervenience of value on psychological facts.
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and Lewis in not addressing the issue head on. But now we must confront it,
as part of Landsman’s philosophical argument addresses the ability question.

Landsman starts by considering a generic experiment (2016, §3). This allows
him to introduce his analysis of Alice’s ability to do otherwise and relate it
to Lewis’s views. He uses this framework to argue that Freedom does indeed
capture one of Lewis’s key commitments. Later on, after discussing the Free
Will Theorem, he suggests that the bipartite experiment is a special case of the
generic experiment and that the latter’s philosophical implications hold good
(ibid., §5).

So the overall argument has two phases: �rst establish a point of contact
with Lewis in a generic setting and draw its philosophical implications. Second
show the Free Will Theorem is a special case of the generic setting. Crudely
the conclusion would be: the FreeWill does indeed disprove Lewis (or perhaps
the feigned soft determinist Lewis (1981, p. 113)). In actual fact, Landsman’s
argument is much more subtle and nuanced. What is to follow is my own
interpretation and critical assessment of the overall argument.

Landsman on abilities and agency

As before, we consider a physical state space X and an agent Alice and her
actions a 2 XA in choosing settings for a generic experiment. Landsman
assumes that at any given time wemay cleanly cleave Alice’s inner states i 2 XI ,
from what is left over, the outer states of the world o 2 XO . As before he also
assumes the existence of three functions:

I W X ! XI ; O W X ! XO ; A W X ! XA; yA W XO ⇥ XI ! XA;

subject to the consistency requirement

A.x/ D yA.O.x/; I.x//: (4.4)

I de�ne Freedom* below. It is the Freedom premise of the Free Will Theorem
adapted to the current generic experiment.

Freedom* 8.o; i/ 9x W o D O.x/ ^ i D I.x/.

I quote the next passage in extenso, as it contains a key step in Landsman’s
argument:

cont.

Lewis wants tomake sense of the idea that although (according to determinism)
Alice’s action a D yA.o; i/ at some �xed time t is determined by the state x of
the world at that time through (4.4) and hence through

x D '.x0; t � t0/ (4.5)

it was determined also by any earlier state x0 of theworld at time t0, nonetheless
Alice was able to act otherwise at time t , e.g. she was able to do

a0 D yA.o0; i 0/; (4.6)
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(Landsman 2016, p. 8)

but did not do so, because doing a0 would have illegally modi�ed the state x.
Alice’s ability to do a0 means that there exists a state x0 of the world close to

x in that
o0 D O.x0/ D O.x/ D o; (4.7)

making the outer environment in which Alice acts the same as in the actual
world, but

i 0 D I.x0/ ¤ I.x/ D i; (4.8)

where i 0 should be similar to i in some appropriate sense such that (4.6) holds.

The passage suggests the following analysis of ability, which I have gathered
into one de�niens. Given Alice actually did a, and the states actually were x; i; o.
Then

L1 Alice was able to do a0 ¤ a i� at t there existed a di�erent a0-compatible
physical state which determined a di�erent inner state for the same outer
state:

9x0 ¤ x W o D O.x0/ ^ i 0 D I.x0/ ^ i 0 ¤ i ^ a0 D yA.o0; i 0/ (4.9)

A di�culty with this interpretation arises in the next paragraph, where Lands-
man draws the implications of the above analysis for an agent’s freedom:

(ibid., p. 8)45

The point, then, is that according to our Freedom* assumption, there indeed is
such a state x0, for any given i 0 and .o; i/. Thus the freedom the agent has is
precisely what we have formalized as Freedom*: even given the state o of the
external in�uences on her behaviour (and possibly even the state of the rest of
the world), there is a di�erent admissible state x0 of the world such that, had
this state been actual, the agent would have done a0.

The di�culty is laid bare if we compare Freedom* with L1: the former does
not mention the action a0 and is quanti�ed di�erently. For now I assume
that Landsman agrees with me that freedom and ability to do otherwise are
related according to FWT. Therefore, the de�niens of L cannot be equivalent
to Freedom*, at least prima facie. Perhaps, we need to look at the above analysis
of ability more carefully in order to determine its logical relation to Freedom*.
I turn to this in the next section.

Logical relation between Freedom* and L

Freedom* quanti�es over inner states, whilst i 0 appears as a free variable in L1.
This prompts me to depart slightly from the �rst quotation and revise L1 to
consider all possible inner states. I preserve the key idea of the analysis: we
wish to �nd a state that determines the outcome a0 whilst keeping the outer
state o �xed. Hence, given a; i; o; x at t in the actual world.
45 I the original passage Landsman refers to Freedom meaning my Freedom*. I keep the labels

distinct because I will later be discussing whether Freedom* is indeed a special case of the Freedom
premise of the Free Will Theorem on page 30.
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L Alice was able to do a0 ¤ a at t i�

9.x0 ¤ x; i 0 ¤ i/ W A.x0/ D a0 ^ O.x0/ D o ^ I.x0/ D i 0: (4.10)

I argue L is the best interpretation of Landsman’s analysis of ability. Now to
the question of its logical relation to Freedom*.
Suppose Freedom* holds. Let Xa0 be the set of a0-compatible physical states:

Xa0 ��D
˚
x0 2 X W A.x0/ D a0 : (4.11)

Note the actual x … Xa0 by construction. LetX⇤ be the set of .o; i 0/-compatible
states induced by Freedom* for �xed o:

X⇤ ��D
˚
x 2 X W O.x/ D o; I.x/ D i 0 for all i 0 2 I n f ig

 
(4.12)

Note a given x0 2 X⇤ does not necessarily determine the a0 we want.
We may now compare the a0-compatible physical states with the .o; i 0/-

compatible ones. On this reading, Freedom* impliesX⇤ is non-empty. Likewise,
the de�niens of L is the claim the intersection

Xa0 \ X⇤ (4.13)

is non-empty. On this reading, X⇤ being non-empty is certainly a necessary
condition for L to be satis�ed. But it is not the case that Freedom* is a necessary
condition for L to be satis�ed. Indeed its denial entails some particular .oé; i é/

pairhas no supervenience base for allx. But that does notmean the intersection
in equation 4.13 is empty, indeed oé need not even be the actual outer state o.
Finally I am open to the possibility that Freedom* is a su�cient condition for
L being satis�ed. As I discussed earlier, we do not have access to the physical
state x. We do have access to our own inner states and observations about
the world on the agential level. So if I claim I was able to type this sentence
in Italian, it is because I know I could have been thinking in Italian, stringing
together words in Italian, in short I could conceive of the right inner states
without changing the world outside. And thus I could also convince myself the
right pattern of neuronal activity existed (and could have been actual) and thus
the right physical state existed too.46 In short, if we can �gure out plausible
agential-level states the physical state can usually be found too. So I am open
to the possibility that L is satis�ed whenever X⇤ is non-empty.
But all of this does not help Landsman’s original argument as I have inter-

preted it. Zooming out for a moment, recall this: the upshot of the Free Will
Theorem is that we should deny Freedom*. Thus, to undermine Lewis, wemust
show that Freedom* is at least a necessary condition for one of his views. Thus
even showing it is a su�cient condition does not help.
Perhaps I have read Landsman wrong, or perhaps he thinks “the freedom

the agent has” in the second quotation is not to be equated with the ability to
do otherwise and other considerations come into play. But we can agree that
46 I will have more to say on the connection between what we can conceive of or imagine and

what is possible shortly.
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there must be an appropriate link between Lewis’s views and Freedom* for the
consequences of the Free Will Theorem to bite.

I maintain Lewis equated freedom and ability to do otherwise as laid down
by FWT and that is the locus of the debate with van Inwagen. Does this mean I
ultimately believe the conclusions of the FreeWill Theorem are not relevant to
Lewis’s compatibilism? No. Does it mean I reject the analysis of ability in L (or
L1)? No. I simply think the fault lies elsewhere and that this generic framework
has not revealed it. In the next section I will return to the Free Will Theorem
and the bipartite experiment to explain why I think it creates a di�culty for
Lewis .

4.2.3 Freedom interpreted

In this section I seek to identify a claim Lewis is committed to which is un-
dermined by denying Freedom. I take this as the fundamental constraint on
interpreting the Freedom premise and, to the extent we share this end goal, the
justi�cation for departing from Landsman’s original argument.

Suppose we deny Freedom then: there exists an (a,b,z) triplet such that no
physical state x determines it. Or more precisely: no x determines Alice’s
setting a, Bob’s setting b and the external state variable z jointly. Going back
to the supervenience picture, this sounds highly suspicious. We have found
settings with no counterpart in physical reality, physicalism is wrong after all!

If we insist certain agential-level states are possible, thenwe pave theway for
this conclusion. I am not ready to accept it, at least not without re-examining
the assumptions that lead to it �rst. This brings us back to the de�nition of
XA; XB and XZ . How did we determine their elements? As denizens of the
actual world all we have access to are actual world settings and actual world ob-
servations. In our scenario, we may have used all the available settings during
various di�erent actual experiments, but does that imply these settings were
all genuinely available during each run? If Alice’s apparatus has a knob with
ten marked settings, are there ten possible a 2 XA? Or are there ten allegedly
possible marked settings? If the latter holds denying Freedom holds no paradox
for supervenience physicalism. If the latter holds and Freedom is false, we were
simply wrong about what is possible. We were wrong about what settings were
genuinely available during a given run.

The principle of recombination of possibilities

By arguing for this distinction between what is possible and what is allegedly
possible, I am highlighting a step that we normally do not think twice about,
except here itmatters. As Lewis (1986, p. 113) put it “how dowe know” possibilia,
when we have no causal (or physical) access to them?

Lewis’s reply to this question has two parts: a foundational one and a prac-
tical one. I forgo discussing the �rst part as it does not concernme here. When
Lewis answered it, his primary aim was to rebut those who use the question
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as a reductio of his modal realism—roughly, how can you know something
(possible worlds) that by construction you cannot access?

I quote directly from the second part of his answer:

(Lewis 1986, p. 113–114)

Or I can take the question of how we know as a request for ‘naturalistic epi-
stemology’. Never mind what makes our modal opinions count as knowledge;
how do we come by the modal opinions that we do in fact hold? (‘You say the
dollar will be devalued tomorrow—how do you know?’ Imagine the question is
asked not by a doubter or an epistemologist, but by an o�cial seeking your
help in plugging leaks. He wants to know how you came to think so.) [...]
I think our everyday modal opinions are, in large measure, consequences of a
principle of recombination.

The principle of recombination is the requirement that “patching together
parts of di�erent possible worlds yields another possible world” (ibid., p. 87).
This is another metaphysically ‘deep’ thesis whose full import I do not wish
to sound here. Enough that Lewis holds it. I do wish to put it work in our
bipartite experiment. So we may match together parts of di�erent possible
experiments—saydi�erent actual experiments—to yield anotherpossibleworld.
Wemaymatch together di�erent actual settings chosen by Alice and Bob, with
di�erent external states, to yield another possible world. Or put di�erently,
given a combination of settings and external states an appropriate world exists.
For each a; b; z there exists a complete physical state of the world x such that
x determines that triple. There we have it: Freedom is a precisi�cation of the
principle of recombination above.

Lewis himself argued along these lines when discussing mathematical rep-
resentations of possible worlds as n-tuples of real coordinates a lá Quine (1968,
p. 10�):

(Lewis 1986, p. 90–91, my italics)

For every Quinean ersatz world, there is a genuine world with a represented
pattern of occupancy and vacancy. This is just an appeal to recombination. But
we are no longer applying it to smallish numbers ofmiddle-sized things, horses
or horns of heads. Instead we are applying it to point-sized things, spacetime
points themselves or perhaps point-sized bits of matter or of �elds.
Starting with point-sized things that are uncontroversially possible, perhaps because
actual, we patch together duplicates of them in great number (continuum many, or
more) to make an entire world.

I cannot claim such a triumph for physics in good conscience. It would under-
mine modal realism tout court let alone free will. We deny Freedom on physical
grounds—it leads to contradiction given minimal quantum mechanics and
relativity theory. On the other hand, the only limit Lewis imposed on possib-
ilia is logical consistency. There are no worlds where p and not-p hold, but
otherwise pretty much “anything can coexist with anything else”.47 It may be a

47Well not quite according to Lewis, but the problems he has with this paraphrase are distinctly
philosophical concerns, nothing hangs on them here, cf. (1986, p. 88�).
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nomological contradiction to suppose Freedom but it is not a logical one. And
so Lewis could argue our bipartite experiment does not supply the correct
grounds for giving up the principle of recombination in the form of Freedom.
The laws could be di�erent—he believed they are parasitic on di�erent pos-
sible facts—and thus the principle of recombination is not subject to them. I
agree with him insofar as I think the Free Will Theorem does not settle the
truth of modal realism. However Local Miracle compatibilism is not in the
clear yet.

Lewis, Landsman, van Inwagen and anyone interested in the truth of com-
patibilism share two implicit assumptions. Firstly that the actual world is a
physical object, the basic properties or entities are the ones we learn (or will
learn) from physics. Were it not so, we would hardly be troubled by determ-
inism.48 Secondly that the relevant alternative worlds when discussing agent’s
actions are also physical objects (or representations of arrangements of phys-
ical objects).

Based on these shared assumptions we could adopt the following weak con-
straint on ability:

N If Alice is able to do action a then it is nomically possible to do a.

Thus nomic opportunity to do otherwise—the actual laws do not proscribe
it—is a necessary condition for ability to do otherwise. When the action is
speci�ed in terms of entities mentioned by the physical laws N can be checked
easily.49 Conversely, when the action is speci�ed in terms of agential-level
states and objects it may be harder to check this criterion. It is also easier to
be mistaken about what the laws allow. This brings us back to Alice and her
choice of settings.

When we are considering what Alice is able to do wemust restrict ourselves
toworlds relevantly like ourown. Hencewemust have someway of delineating
the relevant alternatives. We could adopt the following agential-level principle
of recombination to take this into account:

PR1 Her options are parts of (sets of) worlds where any setting a can coexist
with any b and z as long as the actual laws do not say otherwise.

Alice cannot consider a putative choice of setting an option if it then turns out
this setting would violate the laws if realized. Given compatibilists do want
to say she is able to select any of the marked settings on the apparatus we

48 Agreed it is more complicated than this and I would do well to heed ‘Hamlet’: there are more
things in philosophy than are dreamt of by me... In that case treat it as a constraint, I am only interested
in addressing this type of compatibilists.
49 Suppose I claim I am able to strip an atom of its outer shell electrons. Then according to N

there exists a con�guration of the atom and the electrons which would bring about that possibility.
We can easily see this is indeed nomically possible as laws rarely proscribe any given state if we
allow any history. I am not saying: It is not possible for me to be in Proxima Centauri in ten
minutes given my history up until now locates me on Earth. Had I been elsewhere it might have
been nomologically possible. I am saying: it is not possible for me to travel at twice the speed of
light.
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must also suppose all the marked settings are nomically possible. Thus Free-
dom formalizes a necessary condition for Alice to have the ability to choose
any marked setting. In short: Freedom is a necessary condition for a claim
compatibilists want to make.

No doubt van Inwagen would happily endorse this principle. Lewis, on the
other hand, could disagree and argue:

PR2 Her options are parts of (sets of) worlds where any setting a can coexist
with any setting b and z as long as the actual laws or almost-the-actual
laws do not say otherwise.

On Lewis’s version, Freedom is not a necessary condition for his compatibilism
unless we can give an independent reason to exclude the almost lawful worlds
from being relevant. You could read him as arguing for a slight weakening of
condition N above.

Thus the debate between van Inwagen and Lewis can be recast as a disagree-
ment about which subclass of these physical worlds is relevant: van Inwagen
will ultimately insist on those with exactly the same laws as ours, Lewis will
allow these and further physical worlds which are almost exactly lawful (by the
our standards). To this extent you might conclude there is nothing new under
the sun, this disagreement has already been revealed in the free will literature
on ability:

(Mele 2003, p. 451)

One way to see the disagreement between incompatibilists and compatibilists
about determinism and being able to do otherwise is as a disagreement about
what worlds are relevant. According to incompatibilists, all and only worlds
with the same past and natural laws as W are relevant; they hold the past and
the laws �xed. Compatibilists disagree.

It would be a shame to have come this far and be left with this quietist conclu-
sion. So note this: contraMele, the FreeWill Theorem takesmost of the past out
of the reckoning.50 Now the disagreement centres on laws versus almost-laws,
i.e. PR1 versus PR2. This is already an advance.
Going further, can we adjudicate between the two principles? If one small

miracle at just the right time allows Lewis to sidestep the Consequence Argu-
ment, can he do the same with the Free Will Theorem?

This depends on whether the FreeWill Theorem creates further di�culties
in accepting almost-lawful worlds as relevant. Recall: in the almost exactly
lawful worlds Lewis argued an agent’s actions could not cause amiracle, merely
follow from one. That was the basis of the distinction between weak and strong
abilities. This means there is a constraint on the almost lawful worlds I can try
to exploit.
Does Alice cause a miracle if her choice corresponds to an unlawful triplet

.a; b; z/? This is a delicate question. Until now I have been silent on the issue
50 I say most of the past because the Determinism premise and the setup of the experiment at most

bring into consideration events very shortly before the measurement. In this sense, not assuming
full blown Laplacian determinism is a strength of the argument.
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of how exactly the perfect correlation of Alice and Bob’s choices in Nature is
enforced. One way is to suppose Alice chooses settings for both wings ahead
of time and perhaps asks her colleague Bob to enact them (assuming he does
so without fail). In that case, the occurrence at almost lawful worlds of an
unlawful .a; b; z/ triplet follows in time from Alice’s earlier actions. And you
could also insist she caused it to undermine Lewis. Alternatively, Bob does
choose, in the same determined fashion as Alice, and they both do so when
they are too far apart for a signal to pass between them. What then? Can we
say one side acted �rst in an absolute way? If not, as special relativity teaches,
then Lewis could exploit the gap and say Alice did not cause an unlawful triplet
to come about. Notice in both cases I have said nothing about what is required
for causation in the hope all parties would agree on speci�c instances if not
on the general analysis. Equally they might not, with the disagreement in this
scenario re�ecting a disagreement in the general analysis. I will not try and
settle these questions. I suspect there is room for improvement onmy analysis
of the bipartite scenario from the philosophy of physics quarter. This might
help clarify some of the issues around causation.
Nonetheless, Landsman and I are implicitly committed to siding with van

Inwagen, if the Strong Free Will Theorem is our only tool. Its conclusions
are restricted to states x where the laws of physics are as they actually are.
And even if Alice causes miracles by her choices in the bipartite experiment,
Lewis can still retreat without conceding defeat across the board. Firstly, deny-
ing Freedom entails at least one a; b; z triplet is problematic, or in my earlier
phrasing, only allegedly possible. Suppose arguendowe keep z �xed, then Alice
and Bob can each choose from a set of 33 settings (the proof uses that many,
perhaps the minimum number is smaller). Lewis could accept one particular
alternative setting a0 is not allowed and maintain Alice was able to nonetheless
select otherwise, she was able to select a00 if not a0 from the remaining settings.

I would reply that not being able to select one alternative a0 ends up being as
bad as not being able to select any alternative settings on symmetry grounds.
Very roughly put: the laws of physics have the same form in all directions;
the experimental settings boil down to triplets of directions along which a
measurement is made; therefore there is no reason to suppose one direction is
special. I would not be surprised if many physicists are sympathetic to this line
of argument, as I suspect it underlies the intuition that all settings are available
in some sense. Once again philosophy of physics could come to the rescue, by
clarifying whether one or many settings are proscribed and whether there is
any merit to the latter ‘symmetry’ argument. My own hunch on the latter is
it does not in its current form. The premise Nature requires a speci�c initial
state and that breaks the symmetry.
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4.3 Moral of the FreeWill Theorem

I now draw some conclusions from my extended discussion of the Free Will
Theorem. I am certainly swayed by it, so I start with the plus side. Firstly,
it is pretty much unique in attempting to bridge the gulf between our most
up-to-date knowledge from physics and a traditional philosophical question.
Secondly, it gives a precise physical setting where we can probe questions
relating to abilities and counterfactual scenarios under determinism. This
precision is a boon to philosophers, as these debates are notoriously hard to
put on a �rm physical footing. I have discussed Landsman’s interpretation
of the result and added my own two cents on its interpretation. Although I
have disagreed with his diagnosis of the problem, I think we share the general
outlook on the import of the Free Will Theorem: it highlights an unforeseen
di�culty for Lewis’s Local Miracles Compatibilism. This di�culty resulted
in another impasse between PR1, which Landsman and I implicitly endorse,
and PR2, which Lewis must resort to, if he is to be safely deny Freedom. Other
philosophers may want to break this impasse by chasing up the causation
question. Thismay prove fruitful, but also fraught with di�culty as theywould
need to square causation with non-locality.

On the minus side, the precision of the result is also a drawback. Landsman
(2016, p. 1) himself admits it challenges Lewis in “a contrived way via bipartite
EPR-type experiments”. Lewis could simply bite the bullet and recant Alice’s
ability to choose settings freely. After all, this is a highly unusual scenario, and
our ordinary intuitions are led astray by the weirdness of quantummechanics.

In the next section I will discuss a second recent challenge to LMC based
on physical arguments put forward by Dorr.

4.4 Dorr Against Counterfactual Miracles

The starting point for this section is the claim M we saw in section 2.5.1, which
I reissue below:

M If counterfactuals:

a) require possible world semantics;

b) are compatible with determinism;

c) require perfect similarity in the lead up history;

then a contrary-to-fact antecedent can only be true because of a miracle.

Hence, under determinism, counterfactuals can only be true in a non trivial
way if we posit miracles. This connection between counterfactuals and mir-
acles is also the starting point for Lewis’s Local Miracles Compatibilism. We
saw how Lewis could use M to argue that our actions follow in the stream of
miracles but do not cause them. And that claim in turn justi�es his compatibil-
ism in the face of the Consequence Argument. So by arguing against the need
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for miracles in counterfactuals, Dorr is also challenging Lewis’ Local Miracles
Compatibilism. In the next two sessions I assess the import of this challenge.
Dorr’s begins by taking issue with requirement c) above:

(Dorr 2016, p. 252)

vindicating the reliability of our ordinary method of forming counterfactual
beliefs does not require taking the strict view that if things had gone di�erently
during an interval t, absolutely all facts about history before t would have been
exactly as they actually were. It would be enough to say that history before t
would have proceeded approximately as it did in the actual world

Dorr draws a distinction between propositions whose truth that stay true in
counterfactual scenarios and those which we can plausibly allow to become
false. Everything hangs on getting the right sense of ‘approximately’ in the
above passage. So the basic desideratum is to make sure the everyday his-
torical propositions we hold �xed in practice remain true in any analysis of
counterfactuals. These propositions relate to times before the contrary to fact
antecedent. The second desideratum is to leave enough room for contrary
to fact antecedents, without prejudging the question of determinism. Dorr’s
ultimate aim is to weaken c) enough to do away with the need for miracles
whilst retaining the key idea of Lewis’s analysis, namely the similarity ranking
of possible worlds.
Lewis was well aware of these desiderata and gave a general implausibility

argument as to why they could not be satis�ed jointly on physical grounds
(1979, p. 45).51 I will not rehearse Lewis’s argument as I will cover a lot of the
same ground when I discuss the details of Dorr’s proposal. Furthermore, it has
been rumoured for a while now that statistical mechanics considerations have
some part to play: whether by allowing c) to be weakened (Bennett 2003, p.
219; Wilson 2014, p. 270–271); or whether by breaking with Lewis’s analysis to
take entropy increase into account explicitly (Elga 2001; Kutach 2002; Loewer
2007). However, to date, the former considerations have stayed on the same
level of generality (and rigour) of Lewis’s original arguments (uncharitably:
where he said implausible they say plausible). The latter analyses are either
not as ambitious in their scope or have failed to gain traction. Thus we come
to Dorr. What distinguishes his contribution is that he o�ers a quantitative
physical claim to underpin his argument, which he calls the “Independence
Conjecture”. This claim arises in statistical mechanics.
Dorr actually gives two arguments, and he seems to consider the second

one a concrete instance of the �rst generic argument. In the next two sections
I will discuss them in turn.

51 See also (Bennett 2003, §82) for an overview of the controversy surrounding this claim.
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4.5 Dorr’s First Argument

I have put Dorr’s argument schematically for ease of discussion.52 It runs as
follows (2016, p. 252–254):

P1 “Our best deterministic theories have continuous dynamics.” (The �ow map
˚ W R ⇥ X ! X is a continuous function.)

P2 “We can regiment Lewis’s time-relative notion of similarity between pos-
sible worlds using a metric53 d on X: [...] It is plausible that d is continu-
ous.”

P3 “On any reasonable similaritymetric d onX; [...] such that d.p; q/ is small,
and �t is (say) one second, d

�
˚.�t; p/; ˚.�t; q/

�
is some large multiple

of d.p; q/.” (This means the system is chaotic.)

P4 “The prevalence of chaos suggests [...] we should expect the set of worlds
that approximately match actuality until t to be quite varied as regards
history after t .”

��� Dynamical considerations support an analysis of counterfactuals without
miracles (subject to our desiderata in 4.4).

I am prepared to concede this conclusion once Dorr tells us exactly what ‘ap-
proximately’ means. Put di�erently: how do we form the d function? In a
footnote Dorr says it is enough for his argument that d is a continuous func-
tion and d.x; x/ D 0 for all physical states x, rather than a metric. Moreover,
Dorr also need to explain how to move from the similarity of physical states
formalized by d to the similarity ranking of worlds discussed by Lewis (in this
framework worlds would be time parametrized curves in the space of states
X ).
Perhaps Dorr thinks we can use the phase space geometry and its metric

to de�ne d . Most propositions are true in sets of possible worlds, certainly so
everyday ones. This may a�ord enough wiggle room to change the physical
state without falsifying these historical propositions.
Harking back to Captain Savitsky, the claim is that there was a state of the

world geometrically close to the actual one such that: the B-59 submarine was
still in Cuban waters; Julius Caesar was still murdered by Brutus; the Pettakere
cave paintings were still made by early humans... The past is di�erent all the
way back to the Big Bang, but the vaguish historical propositions which interest
us all remain true in the alternative world, even though the B-59 was moving
faster; Caesar fell slightly more to the right; the hand paintings are a slightly
darker red etc. And most importantly the torpedo was launched (and nuclear
war did ensue) through some deterministic and lawful divergence.

52 For compatibility with my earlier discussion, I have changed references to the state space M

in the original, to X . Likewise I have changed time intervals x to �t .
53 Dorr later weakens this requirement (2016, fn. 18).
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Dorr’s hope is that all of this can be encoded into a function d which returns
numerical values for historical similarity (or dissimilarity). If this function ex-
ists and is continuous thenDorr argueswe can keep the point-wise dissimilarity
between the actual world-curve

˛ W Œt0; C1/ ! X

and an alternative world curve

w W Œt0; C1/ ! X

as small as we like throughout an arbitrary long but �nite time interval:

8✏ > 0 9w.t/ 8t 2 Œt0; 0ç W d.˛.t/; w.t// < ✏ (4.14)

where t0 and t D 0 indicate the �rst and present instants respectively.

However I worry about how the continuity requirement will be enforced.
In particular I worry our judgements of historical similarity may contain sin-
gular limits precisely because there may be points where one of our historical
propositions suddenly changes truth value. For example: in the actual world
I bite into an apple and �nd half a worm.54 In an alternative world I bite into
the apple and �nd a quarter of a worm. In another an eighth, then a hundreth
etc. These cases are progressively dissimilar from actuality whilst retaining
the truth of the historical proposition ‘I bit into a worm’. Let us suppose with
Dorr they can be assigned a smoothly increasing numerical value for histor-
ical dissimilarity. But then I bite into the apple and �nd no worm at all. And
that world must surely lead to a jump in dissimilarity compared to any world
with even a little extant worm! So the function cannot be continuous even if
it exists.

Youmay say the counterexample is tendentious; or perhaps the connection
with geometrical distance is spurious; or even the vague boundary of macro-
scopic objects comes to the rescue and blocks singular limits. I acknowledge
this worry is not fatal—it cannot be as Dorr has not given the details of d:How-
ever, even if he did, then he would leave P1 hostage to fortune. Physics hitherto
has used continuummodels for spacetime, nature may turn out to be funda-
mentally discrete. If so, it will be much more di�cult to prove as Dorr (ibid.,
fn. 18) attempts to do, that we can always make the di�erences throughout the
past as numerically small as we like, let alone ‘historically’ small enough.

This leads me to conclude that in the absence of a detailed explanation of
how approximate similarity is to be cashed out, Dorr’s �rst argument is moot.
In the second argument he gives a speci�c meaning to ‘approximately’. By
doing so he contradicts his claim that the latter argument is a concrete case of
the former one. But if my arguments in this section are correct, this actually
helps his wider case. I turn to this second argument in the next section.

54 This example was inspired by (Berry 2002).
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4.5.1 Dorr’s argument from Statistical Mechanics

The central thrust of Dorr’s argument from Statistical Mechanics (SM) is that
there are “nomically possible worlds that match actuality macroscopically up
to now” (2016, p. 257) where thermodynamical ‘miracles’ occur and bring
about contrary to fact antecedents.55 Speci�cally, Dorr argues for the generic
physical plausibility56 of such a situation on quantitative grounds.

I note two things. First, ‘approximate’ match in the past now acquires a new
de�nitemeaning in terms of the SMnotions of ‘macrostate’ and ‘macrohistory’:

A Two worlds match ‘approximately’ until now i� they have identical macro-
histories.

I will expand on this shortly. Second, thermodynamicmiracles are extraordin-
arily improbable but not impossible events according to the kind of microscopic
laws discussed until now. In bare outline Dorr’s argument is that:

S1 There is a distinction between the microscopic history and the macro-
scopic history of a system.

S2 Deterministic physical laws only prescribe the microscopic history of a
system (given an initial condition), whilst the truth of our historical pro-
positions depends on the macrohistory.

S3 Statistical Mechanics provides a generic example of identical macrohis-
tories diverging at t so that counterfactual antecedents become true.

��� SM supports an analysis of counterfactuals without miracles (subject to
our desiderata in § 4.4).

For example, the air molecules in a room could all bunch up so as to slam a
door shut. That would look like a miracle but is ‘only’ astronomically improb-
able from the point of view of classical mechanics. As usual the di�culty is
not in showing an instantaneous con�guration is possible ( just place all the
air molecules behind the door with the right speeds) but showing that such a
con�guration could evolve from a history relevantly like the actual one. Dorr
claims we can

(ibid., p. 255–256)

appeal to what I will dub the ‘Independence Conjecture’, a certain plausible
mathematical claim about the behaviourof dynamicalmaps that plays a central
role in statisticalmechanics. This conjecture is expressed in terms of the notion
of “macrostate”: a set of dynamical states that agree on a certain set of statistical
quantities, such as the mean temperature, pressure, density and momentum
of gas within each cell in some �ne-grained lattice.

Returning to our example, in the alternative world, the room had the same
55 If he is right then Lewis’s worries to the contrary are unwarranted and M falls with them.
56 The relevant passage is the second paragraph of (Dorr 2016, p. 257), but he then partially

retracts this on the following page.
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temperature, the same pressure, etc. throughout the past leading up to the
moment the door was shut. Thus the macrohistory of this alternative world
matches the actualmacrohistory. According toDorr, thismacrohistory and the
subsequent thermodynamic miracle, are compatible with the laws of classical
mechanics as they apply to particles. And we know they are compatible thanks
to the ‘Independence Conjecture’ which is used in SM.

These arguments present considerable di�culties once we look at them
in detail. I outline them �rst and then discuss each in turn in the following
subsections. Firstly: how does Statistical Mechanics de�ne macrostates and
macrohistories and does this de�nition warrant S2? Secondly: what is the In-
dependence Conjecture and how is it related to Statistical Mechanics? Thirdly:
does the Independence Conjecture support S3?

4.5.2 Macrohistories, macrostates and S2

Suppose we are given a physical system S. For systems that might interest us
like tables and people this already involves a leap. The fundamental physics
of S does not deal in legs or or mental states, but in atoms or �elds or whatever
ultimate physics says. Thuswemay assign di�erent state spaces to S depending
on what level of description we have in mind, with X being the fundamental
one. I have already discussed how this leads to the supervenience picture of
physicalism. Statistical Mechanics could be seen as an organized, scienti�c
attempt to put the relation between these two levels on a quantitative footing.

A set of macrostatesM for a system is a partition of its state space, i.e. a set
of mutually disjoint, jointly exhaustive subsets of X (Butter�eld 2012, p. 107).
Any given macrostate M 2 M (or cell in the coarse-graining) corresponds to
a set of many microstates x 2 X . From the point of view of the macroscopic
observer, all these microstates ‘look the same’. If the system is in any of these
microstates then it will be found to be in the same macrostate.

A macrohistory of a system is a time-parametrized sequence in the space
of macrostates:57

h W Z ! M: (4.15)

Properly speaking all macrohistories should range over the same time interval
to deserve this name. This interval should be determined by the actual world.
If the past is �nite and starts at the Big Bang in the actual world then that instant
will be t0 2 Z and all later times will be ti > t0. In short a macrohistory is the
history of a system from a God’s eye perspective. In practice we will often
consider special segments of a macrohistory like the �nite past Œt0; 0ç or the
open future Œ0; C1/.

Physical quantities like temperature or pressure are examples of macro-
scopic states. They correspond to many many possible atomic con�gurations

57 The time dependence is treated discretely for macrohistories for reasons I will not go into
here, see for example (Frigg 2010, § 6.4.3).
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(microstates x) in the microscopic description.58 In this framework the micro-
scopic dynamics are assumed to be deterministic at the outset, whilst, for now,
the question is left open for the macroscopic dynamics. In other words, we are
not assuming at the outset that a �ow map F W Z ⇥ M ! M exists. The mac-
rostates considered in SM are closer in scale to the everyday objects that our
usual counterfactuals deal with. Few of us havemeasured an atom’s position or
speed, but we regularly measure a room’s temperature and act accordingly e.g.
put a jumper on. Hence it is plausible that keeping the macrostate �xed will
ensure the historical propositions we are interested also stay true. However I
note this plausibility rests on a new assumption compared to the superveni-
ence physicalism of earlier sections. Now entities and objects in historical
propositions must supervene on the macrostates which in turn supervene on
the microstates.59 This way if there is no change in the macrostates, then there
will be no change in the truth value of the historical propositions either. And
S2 will follow also.

Finally this assumption also provides a new perspective on the relations
between residents in Earman’s garden (cf. T3*).

4.5.3 The Independence Conjecture

I start with Dorr’s own words (adapted to my notation as before) on the Inde-
pendence Conjecture:

(2016, fn. 21)

To be precise: for any S ⇢ X , let ˚.�t; S/ D fq W 9p 2 S.q D ˚.�t; p//g
be the result of evolving all points in S by �t units of time. Let u be some
small (but not too microscopically small) positive real number, representing
a unit of time. Where ⇥� is a �nite set of ordered pairs of negative mul-
tiples of u and macrostates, and ⇥C is a �nite set of ordered pairs of posit-
ive multiples of u and macrostates, let ⌅� D Tf˚.x; S/jhx; Si 2 ⇥�g, and
⌅C D \f˚.x; S/jhx; Si 2 ⇥Cg. Finally, let M0 be some macrostate, and for
any measurable S ⇢ X , let PM0

.S/ equal the volume of S \ M0 (according to
the natural measure) divided by that of M0. Then the Independence Conjec-
ture says that

PM0
.⌅� \⌅C/ ⇡ PM0

.⌅�/PM0
.⌅C/:

In the above passage⇥� and⇥C are the past and future segments respectively
of one or more macrohistories (considered as the ordered pairs that form the
sequences). The macrostate at the present time is M0. It is less clear what the
physical meaning of ⌅� and ⌅C is. In particular it seems perverse to evolve
each macrostate in the past and future segments by their own time index.
This would take past macrostates to subsets of X further back in time, and
contrariwise for future macrostates. For a given macrostate M ⇤; the subset

58 Foundational work in SM usually assumes classical mechanics is the microscopic theory. This
has not gone unchallenged, see (Wallace forthcoming, p. 3).
59 Frigg elevates this last supervenience relation to a “central assumption of Boltzmannian SM”

(Frigg 2010, p. 93).
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X⇤ D ˚.�t; M ⇤/ includes all the possible microstates the system could be in
at a time t⇤C�t . If the time interval�t is negative this will be in past compared
to M ⇤; in the future contrariwise. Thus it makes little physical sense to take
the intersection of sets of microstates at di�erent times as ⌅C and ⌅� do. I
think the most charitable interpretation is that ⌅� (or ⌅C) should represent
the microstates compatible with a sequence of past (or future) macrostates
under the microscopic dynamics. That is, we take each macrostate and wind
it forward (or backwards) by the modulus of its time index. This returns the
subset of X at time t D 0 which each macrostate in the sequence would have
evolved to (from) under the microdynamics. The intersection of all these sets
gives the set of microstates which is compatible with that sequence of past (or
future) macrostates. This all amounts to an extra minus sign:

⌅� ��D
\˚

˚.�u; S/ W hu; Si 2 ⇥� ; (4.16)

⌅C ��D
\˚

˚.�u; S/ W hu; Si 2 ⇥C : (4.17)

On this reading the Independence Conjecture says that a system being in a
microstate compatiblewith themacropast segment⇥� is probabilistically inde-
pendent of it being in a microstate compatible with the macrofuture segment
⇥C; given the system is presently in macrostate M0:

This Independence Conjecture is a very strong claim about a system. Some-
times it is a justi�ed assumption. Take the case of a gambler who believes
a number must come out in the lottery soon because it has not for the last
few years. He commits a fallacy because the probability of some future se-
quence of draws is not a�ected by the past results. Here the Independence
Conjecture holds. But it holds because we are ensuring it holds by implicitly
assuming the draw is fair and there is not some hiddenmicrodynamical reason
which would prevent certain future sequences from arising after a given past
sequence. (Gamblers of the world unite! you have nothing to lose but your
microdynamical chains...)
Thus we should be wary of accepting this conjecture too quickly. Dorr

argues that we should accept this conjecture as it is a special case of another
conjecture which, according toWallace, plays a central role in Statistical Mech-
anics. Wallace dubs it the Simple Dynamical Conjecture” (SDC). I will examine
the conjecture and the nature of the role it plays next.

The Simple Dynamical Conjecture and SM

The Simple Dynamical Conjecture is put forward in a paper where Wallace
(forthcoming, p. 2; 8) aims to explain

i) “how the logic ofderivingmacrophysical irreversibility frommicrodynam-
ics is supposed to go”

ii) Certain approximation schemes which we use to “make general claims
about systems’ macrodynamics and to produce closed-form equations for
the macrodynamics of speci�c systems”
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iii) “what [Wallace] believes to be mathematically going on in these approxim-
ation schemes, and what assumptions of a purely technical nature need
to be made” setting aside “philosophical and conceptual questions”.

I admit at the outset I am sceptical ofWallace’s way of proceeding. Whilst i) is a
commendable goal, I think it will be di�cult to achieve iii) as straightforwardly
as he hopes. The reason the foundations of statistical mechanics are as con-
troversial as they are—that cannot be denied!—is in part due to the di�ering
mathematical tools di�erent schools use. I submit this fact is made abundantly
clear in two recent reviews of the �eld (U�nk 2007, p. 923; Frigg 2008, p. 101).
These di�eringmathematical tools re�ect di�ering philosophical assumptions
and therefore it is too glib a move to claim the two can be so easily decoupled.

Wallace wants to provide a general framework for topics which range from
the Boltzmann Transport Equation to environment-induced decoherence. Ac-
cording toWallace, these topics share the use of some form of ‘coarse graining
approximation’ in order to derive macroscopic equations—that is, equations
which govern the dynamics of the system at the level of macrostates. However,
absent any detailed discussion of how these macroscopic results are derived, it
is hard to tell whether his framework has indeed picked out a common math-
ematical core that all the schools above agree on. If not, his approach may just
be one of many ways of deriving these results. Furthermore, should they all
prove to be mathematically sound, then it will be precisely philosophical and
conceptual considerations that adjudicate between them.
But let us set aside these worries for the moment and examine the actual

content of Wallace’s conjecture. We consider a system with probability dis-
tribution ⇢.x/ at t over its state space X: Each point in X evolves according
to the deterministic �ow map ˚ as before. The �ow map ˚ is determined in
principle by classical mechanics. It also induces a corresponding ‘Liouville’
evolution map

L W .⇢;�t / 7! L.�t / � ⇢; (4.18)

which takes a distribution at ⇢ at t and evolves it to ⇢0 at t C�t: I stress this is all
still part of the microscopic dynamics of the system as predicted by classical
mechanics.
We then choose a coarse graining rule on the space of distributions

C W ⇢ 7! C.⇢/ D ⇢0

subject to some plausible requirements.60 Wallace discusses several speci�c
maps which are used in practice, but in keeping with his aims he does not try
to justify why. The coarse grainingmap also induces a time evolution operator
by:

LC W .⇢;�t / 7! LC.�t / � ⇢: (4.19)

As I read him, Wallace is arguing that the choice of coarse-graining combined
withL gives us an analogous evolution operatorLC in a way which varies with
60 The maps must be projections C2 D C which preserve the total probability of a given macro-
state and must commute with time-reversal (Wallace forthcoming, p. 8–9).
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the details of the application at hand. Themain idea is that the coarse-graining
interrupts the natural microscopic evolution given byL periodically with very
small period. Once again it is somewhat hard to tell due to the lack of detailed
examples. But let us grant the assumption that the choice of coarse-graining
map also induces a coarse-grained time evolution operator. This gives the
macroscopic dynamics of the system.
In this framework we are primarily interested in assigning probabilities

to macrohistories. These assignments must agree with those implicit in the
distribution ⇢. Wallace achieves this as follows.
Suppose we know the system started out in point x0: The map ˚ then de-

termines all its other microstates thereon. Suppose the microscopic evolution
intersects the macrohistory h at all times:

8ti ˚.ti � t0; x0/ 2 Mi D h.ti/: (4.20)

If so then h occurs with certainty:

P.hjx0/ D 1: (4.21)

Analogously, suppose the system started in ⇢0.x/: The probability that system
is in macrostate M0 at t0; given this information is

P
�
.M0; t0/j⇢0

�
D

Z
M0

⇢0.x/ D
Z

X

R.M0/ � ⇢0; (4.22)

where R.M0/ � ⇢0 indicates the distribution obtained by restricting ⇢0 to M0 2
M: We could evolve ⇢0 under the Liouville dynamics to get the distribution
at t1

⇢1.x/ D L.t1 � t0/ � ⇢0.x/: (4.23)

Now the probability that the system went through macrostates M at t0; and
M1 at t1 given it started in ⇢0 is

P
�
.M1; t1/^.M0; t0/j⇢

�
D P

�
M1jR.⇢; M0/

�
D

Z
X

L.t1 �t0/ �R.M0/ �⇢0: (4.24)

This conditionalizing procedure can be repeated to generate two history op-
erators which evolve a given initial distribution ⇢0.x/ through a macrohistory
h W Œt0; tf ç ! M to some �nal distribution ⇢f .x/:

H.h/ � ⇢0
��D R.h.tf // � L.tf � tf �1/ � � � L.t2 � t1/ � R.h.t1// � ⇢0; (4.25)

HC.h/ � ⇢0
��D R.h.tf // � LC.tf � tf �1/ � � � LC.t2 � t1/ � R.h.t1// � ⇢0: (4.26)

Thus we can assign probabilities to whole macrohistories using these history
operators:

P.hj⇢/ D
Z

X

H.h/ � ⇢; (4.27)

PC.hj⇢/ D
Z

X

HC.h/ � ⇢: (4.28)
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Wallace states the condition which a systemmust obey in order that the micro-
scopic dynamics and the macroscopic dynamics obtained by coarse-graining
agree:

8h C B H.h/ � ⇢ D HC.h/ � ⇢: (4.29)

Note this also ensures the probabilities P.h/ and PC.h/ agree thanks to one of
the conditions on the coarse-graining (see fn. 60).

Finally the Simple Dynamical Conjecture is a conjecture about which initial
distributions obey this condition given a system S and a coarse-graining C. It
says that

(Wallace forthcoming, p. 19)

Any distribution [representing S] whose structure is at all simple is forward
predictable by C [i.e. obeys equation 4.29 for C]; any distribution not so pre-
dictable is highly complicated and as such is not speci�able in any simple way
except by stipulating that it is generated via evolving some other distribution
in time [...].

The Independence Conjecture and SM

I will now try to answer the question posed at the end of section 4.5.1. I have
already stated Dorr’s Independence Conjecture and Wallace’s Simple Dynam-
ical Conjecture and explained their technical framework. What then is the
relation between the Independence Conjecture and Statistical Mechanics? Ac-
cording to Dorr

(Dorr 2016, p. 256–257)

There is considerable empirical evidence for the Independence Conjecture.
As Wallace (ibid.) persuasively shows, it—or rather a more general conjecture
of which it is a special case—plays a ubiquitous role in statistical-mechanical
“derivations” of equations governing macroquantities (such as the Boltzmann
equation); and many of these equations have proved to be fantastically accur-
ate.

So, in outline: certain SM equations are empirically successful; the SDC is
crucial in deriving these SM equations; the IC is a special case of the SDC.

This is my critical re-reading of this outline: idem; according toWallace the
SDC is assumed when deriving these SM equations relative to some choice of
coarse-graining; according toDorr the IC is a special case of the SDCassuming—
at the very least—the system had a ‘simple’ initial distribution.

Let’s grant, for the sake of argument, the �rst point andDorr’s claim that the
IC is a special case of the SDC.61 There are two di�culties inherent in his appeal
to Wallace’s conjecture. Firstly, how exactly is the choice of coarse-graining
to be made? Here I �nd it hard to ignore the “philosophical and conceptual
worries.” Do the details of the system necessitate one particular map C? If so,
how? As already noted, Wallace does not say.

61 Dorr has kindly provided me with a proof of this fact, given he did not give one in the original
paper. I decided not to include it here for reasons that will become apparent.
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If not, perhaps we should just stick with the choice practising physicists
make and report in articles and textbooks. But I resist the idea that the justi�c-
ation should just be ‘we choose whatever coarse-graining we have found yields
the empirically adequate equations’. In that case, all we are describing is a
complicated and informed guessing procedure. We are certainly not deriving
“macrophysical irreversibility from the microdynamics” in any meaningful
way, as per Wallace’s stated aim i).

Secondly, howdowedeterminewhether a systemobeys the SDC, i.e. whether
its initial distributionwas ‘simple’? I propose to do asDorrdoes and askWallace
who admits:

(Wallace forthcoming, p. 19, my italics)

the notion of “simplicity” is hard to pin down precisely, and I will make no
attempt to do so here. (If desired the Simple Dynamical Conjecture can be
taken as a family of conjectures, one for each reasonable precisi�cation of
“simple”.) [...]
Are individual states (that is, classical single-system states or quantum pure
states) Simple? It depends on the state in question. Most classical or quantum
states are not Simple at all: they require a great deal of information to specify.
But there are exceptions: some product states in quantum mechanics will
be easily speci�able, for instance; so would states of a classical gas where all
the particles are at rest at the points of a lattice. This in turn suggests that
the Simple Dynamical Conjecture may well fail in certain classical systems
(speci�cally, those whose macrodynamics is in general indeterministic).

If Wallace is right about his conjecture, this is a problem for Dorr. It under-
mines premise S3 of his argument from SM, which I recall below:

S3 Statistical Mechanics provides a generic example of identical macrohis-
tories diverging at t so that counterfactual antecedents become true.

This premise requires the system obeys indeterministic macrodynamics so as
to ensure the worlds diverge after an identical macropast. And that is precisely
what Wallace thinks might stop a system from obeying the SDC.62

In conclusion I think SM does not lend unquali�ed support to Dorr’s ba-
sic contention that miracles are not needed to bring about contrary to fact
antecedents. Rather, in my critical reading of Dorr’s argument, I have poin-
ted out where the di�culties arise in establishing this claim. In particular, I
have pointed out several problematic methodological assumptions Wallace
makes together with the inherent vagueness of the SDC conjecture he ends
up with. All in all, I think this signi�cantly weakens Dorr’s challenge to Lewis
miraculous analysis of counterfactuals.

62 I also note that Butter�eld (2012, p. 108) makes a very similar point with regards to macroscop-
ically indeterministic systems. In these systems “micro andmacro dynamics do notmesh”. For the
“micro-dynamics [to] induce a deterministic macro-dynamics” would require “in mathematical
jargon: [that] coarse graining and time-evolution commute”. Which is precisely what Wallace’s
equation 4.29 requires. So it is not just Wallace who thinks indeterministic macrodynamics are a
problem for the SDC.
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In the next section, I examine the �nal question posed at the end of § 4.5.1.
This leads me to discuss an alternative SM school which at the very least
provides a clearer foundation for Dorr’s Independence Conjecture.

4.5.4 From independent probabilities to existence

Does the Independence Conjecture support S3? Dorr’s own view is that

(Dorr 2016, p. 257)

claims of probabilistic independence yielded by the [Independence] conjec-
ture are much stronger than the mere existence claims that we are concerned
with—for example, the claim that there is a nomically possible world whose
history approximately matches actuality until t at which the air subsequently
squeezes itself into the corner.

I actually agree with Dorr’s conclusion but perhaps not for the same reasons.
Speci�cally I do not think it’s the independence claim which is doing any of
the philosophical work, as I already hinted with the case of the gambler.
Mathematical probability theory as axiomatised by Kolmogorov is based

on the notion of probability spaces .˝; S; P /. The set ˝ is usually glossed as
the set of possible outcomes (or elementary events). In doing so we leave aus-
tere mathematics behind and venture into the realm of interpretation. When
Dorr claims two segments of a macrohistory can be assigned probabilities he
implicitly claims they belong to ˝ . Otherwise by de�nition we are not using
standard probabilities. But this poses a problem: anything in ˝ is ‘possible’
according to the standard gloss. So no wonder the Independence Conjecture
implies certain worlds are possible! By assuming probabilities apply in the
�rst place he begs the question of the existence of the aforementioned worlds
(from the point of view of the laws).

Perhaps there are various notions of possibility at play. Perhaps Dorr does
not beg the question because˝-possible is not the same as nomically possible.
We could choose a weak criterion for ˝ membership, for example logical
possibility. (We certainly cannot use a stronger one on pain of begging the
question as before.) But then we have let miracles in again through the back
door by allowing miraculous possibilities into ˝: Thus I doubt Dorr would
want to resort to such measures.

I thinkDorr’s best option is to try to reject the �rst charge by arguing physics
tells us there really is stochasticity on the macro level. In fact, this is my own
interpretation of his argument on balance. Indeed Dorr’s own gloss of the
Independence Conjecture is that

(ibid., p. 256)

“the macropresent screens o� the macrofuture from the macropast”: in the
probability distribution that we get by restricting to a particular macrostate,
facts about futuremacrostates are, approximately, probabilistically independ-
ent of facts about pastmacrostates.

I propose we take this gloss literally and take it as a starting point. This brings
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us to the “stochastic dynamics” school of Statistical Mechanics. The basic pos-
tulates of this approach to SM are outlined particularly clearly in (Penrose 1970,
p. ix).

The fundamental posit of this school is thatwhilst themicroscopic evolution
is deterministic the macroscopic evolution is described by a stochastic process
(U�nk 2007, p. 1038). In this approach the macrostates becomes random
variables, macrohistories and their segments are stochastic processes and they
are assigned probabilities much as before. The key additional assumption is
that these stochastic processes obey the Markov property (ibid., p. 1044):

P.Mn; tnI : : : I M1; t1jMi ; ti/ D
P.Mn; tnI : : : I MiC1; tiC1jMi ; ti/ � P.Mi�1; ti�1I : : : I M1; t1/;

(4.30)

for all n D 1; 2; : : : and all 1  i  n.
This, I submit, is the content of Dorr’s Independence Conjecture up to

notation.63 As is U�nk’s gloss of it:“the future and past are independent if one
conditionalizes on the present” (ibid., p. 1044).

Finally I will not try to settle whetherWallace’s approach is part of this wider
stochastic dynamics school. I note members of this school take a hard-nosed
approach to justifying coarse-graining by appealing to its phenomenological
success (see (ibid., §7.5)). Nonetheless, if they are di�erent denominations of
the same basic faith, I prefer the latter for making its tenets clearer. We are
explicitly assuming from the beginning that nature behaves like a series of
coin �ips on the macroscopic level. Thus by de�nition there are no nomically
impossible sequences of coin-�ips, which is hardly surprising.

4.6 Moral of Dorr’s Arguments

I have discussed Dorr’s arguments from continuous dynamics and from Stat-
istical Mechanics which challenge the need formiracles in counterfactuals and
thus undercut Local Miracle Compatibilism.

I hope to have convinced you both these arguments establish considerably
less than initially advertised. In my extended critique of the latter I have high-
lighted two main issues.
Firstly, as presented by Dorr, the argument relied uncritically on a conjec-

ture put forward by Wallace. My main complaint was that Wallace’s coarse-
graining conjecture cannot justify the substantive conclusions Dorr requires,
given Wallace’s methodology in reaching it.
Secondly, as I re-interpreted it, the Independence Conjecture is really just

a stochasticity postulate at the macroscopic level. This postulate does play a
role in SM in the stochastic dynamics research school, but its philosophical
justi�cation has remained elusive.

All in all, Dorr’s physical arguments do not threaten Lewis. Nor do they alter
the stalemate between him and van Inwagen. But I draw a positive conclusion
63 I have changed the yi values of random variables in U�nk’s original equation to my Mi and

eliminated the subscripts on the probabilities which do not concern us here.
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from Dorr’s ideas. The layered relation between fundamental physical states,
statistical macrostates and historical propositions gives us a new perspective
on Earman’s garden (see the end of § 2.1).

Dorr’s idea that determinism at the fundamentalmicroscopic level neednot
entail determinism at themacrostate level, nor for thatmatter determinism (or
unavoidability) at the level of commonplace propositions, is worth exploring
further. In the next chapter I will speculate as to where that might take us
before bowing out with my conclusions.
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5 Conclusions

Lewis’s compatibilismwithout actualmiracles would be an attractive theory.
Here I speculate how that might be achieved drawing upon the lessons learned
in the previous chapters.

I say speculate because I will not provide a full-blown defence of what is to
follow. My justi�cation can only be the title of this chapter and the fact that
many of these ideas have recently been aired by List (2014, 2015, 2016) and
List and Pivato (2015), to whom I refer you for the details. Perhaps the moral
of this chapter should be that I would have started here had I known what I
now know! What I wish to convey is that this would be the way to go if you are
unwilling to acceptmiracles, but not yet ready to embrace semi-compatibilism
or even incompatibilism.64

5.1 Compatibilism without Actual Miracles

I start by updating the garden of forking paths model of agential choice by
taking the existence of di�erent levels of description into account. We should
now imagine the forking paths reveal microscopic structure upon closer in-
spection. Each path is woven out of a bundle of individual �laments which
never branch or merge as they extend across the garden. Two �laments may
start together but end up in radically di�erent parts of the garden if their paths
should there take them. This image has been used by Loewer (2007, �g. 11.1)
and List (2014, �gs. 1–2) to argue for a compatibilist thesis as follows.

List has advocated a modal reading of ability65 according to which Alice
is able to do otherwise i� it is agentially possible for her to do otherwise. De-
terminism may be true at the microscopic level as we have been assuming all
along, but this does not imply determinism at the level of actions. Thus Dorr’s
mistake was only to have looked in the wrong place, namely SM, for evidence
of indeterministic higher level behaviour.

Most importantly, we could have compatibilism without miracles, by �n-
essing the ‘may be true’ requirement. The FWT is true at the level of agents,
while Det is true at the level of fundamental physics. There is nothing inher-
ent to supervenience physicalism which necessitates meshing dynamics (see
fn. 62); our experience and the special sciences con�rm it; the burden of proof

64 Assuming you did not make it thus far without being a physicalist of course!
65 A reading which treat the propositional ability operator as an operator of suitably restricted

possibilities, see (Maier 2014, § 4.1�.)
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is on the reductive physicalists to show otherwise. Let not van Inwagen join
together, what in Earman’s garden was put asunder!

List expresses this more seriously in (2015) were he argues it is the very lan-
guage of FWT and Det which prevents the Consequence Argument from gain-
ing traction. Premises which “combine propositions asserting fundamental
physical facts with operators capturing agential abilities” are far from innoc-
uous. At worst they are not even wrong as they “illicitly [mix] fundamental-
physics and agency talk” (ibid., p. 4). It is our tendency, as philosophers, to
abstract away from the details that has led us into the error of thinking they
were meaningful.

This is all very well, but for this line of argument to even get o� the ground,
language must surely re�ect ontology. There must be genuine chanciness
at the agential level. And this is precisely why List has argued for emergent
chance in (2015).

If like me, you are not yet ready to swallow non-reductive physicalism and
its ontology whole, here is a more cautious variant of this approach. Start, at
the very beginning, by disregarding van Inwagen’s well-meaning advice and
de�ne free will in terms of what is morally relevant. Thus ‘Alice acted freely’ if

FWTM It was possible for Alice to do otherwise with respect to the coarse-
grained past our moral discourse induces.

The claim is that there some wiggle room in our practice of praising, blaming
and holding each other to account with respect to the exact physical speci�ca-
tion of what went on.

Jack is still a culpable murderer regardless of exactly how fast his hand was
travelling when he hit his victim. Conversely the brain tumour patient would
have acted just as he did had the brain tumour been in a slightly di�erent
spot yet nonetheless we do not hold him responsible. Perhaps because we
think the murderer would still have been the same blackguard for morally
indistinguishable but physically di�erent pasts, whilst the patient would have
genuinely been a di�erent person had he not developed the tumour. Thus we
blame the person, in one case but not the other, because we feel it is the person
that made the moral di�erence not the physical state.
If determinism is true, no one can help the physical state they are in, nor

can they choose the physical past it descends from. But we can ask whether a
certain sequence of actions, or an agent’s choices in life, described with only
as much detail as is necessary to determine moral responsibility in each case,
is compatible with multiple physical outcomes at this same level.

There is still plenty of scope for messy, involved considerations of whether
external factors trumped personal agency or vice versa—he could not help a
violent childhood; he chose to take those tumour inducing drugs.

This would be compatibilism for the people, by the people, as the truth of
FWTM is sensitive to those selfsame considerations by which we would judge
ourselves free—or not—in practice. I think it is an interesting starting point.
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FWT Free Will Thesis. 9, 35

LMC Local Miracle Compatibilism. The variety of compatibilism defended
by Lewis in reply to van Inwagen’s Consequence argument. 13

M Claim linking determinism, counterfactuals and miracles. 20, 44

P0 A true historical proposition. 15

PR1 Principle of Recombination of Possibilities on a reading friendly to van
Inwagen (adapted to the Free Will Theorem scenario). 41

PR2 Principle of Recombination of Possibilities on a reading friendly to Lewis
(adapted to the Free Will Theorem scenario). 42

S Ability to render a proposition false in the strong sense. 17
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