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Abstract. Let G be a connected reductive group over a non-archimedean lo-
cal field. We say that an irreducible depth-zero (complex) G-representation is
non-singular if its cuspidal support is non-singular. We establish a local Lang-
lands correspondence for all such representations. We obtain it as a specialization
from a categorical version: an equivalence between the category of finite-length
non-singular depth-zero G-representations and the category of finite-length right
modules of a direct sum of twisted affine Hecke algebras constructed from Lang-
lands parameters. We also show that our LLC and our equivalence of categories
have several nice properties, for example compatibility with parabolic induction
and with twists by depth-zero characters.
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1. Introduction

Overview and main results.
Let F be a non-archimedean local field and G a connected reductive algebraic group
over F . Let G∨ be the group of C-points of the reductive group whose root datum is
dual to that of G. Let WF be the Weil group of F . As a vast generalization of local
class field theory, the classical explicit local Langlands conjecture, first proposed in
the 1960s [Bor], predicts a surjective map from the “group side”, which consists
of irreducible smooth representations of G(F ) up to isomorphism, to the “Galois
side”, which consists of “L-parameters”, i.e. continuous homomorphisms φ : WF ×
SL2(C)→ G∨ ⋊WF . This conjectural surjective map oftentimes has non-singleton
fibres, called L-packets, which are expected to be always finite. When G is a torus,
the local Langlands conjecture recovers local class field theory. Both tori and GLn
famously have singleton L-packets.

In order to formulate a conjectural bijection (or an equivalence of categories) for
more general reductive groups, partially driven by aesthetics, many mathematicians
such as Deligne, Vogan, Lusztig etc. proposed a refined form of the local Lang-
lands conjecture (see for example [Vog] and [ABPS] for a more detailed exposition),
which takes into account the non-singleton nature of L-packets, and probes fur-
ther into the internal structure of the L-packets, parametrized by enhancements of
the L-parameters. The refined local Langlands conjecture considers enhanced L-
parameters on the Galois side, which consist of L-parameters φ together with an
irreducible representation of a certain component group attached to φ (see §3.1 for
more details).

In this article, we establish the explicit refined local Langlands conjecture for a
large class of representations. In this overview, we first survey some known results
in the literature, then highlight the new advancements to the field added by our
current article.

On the group side, i.e. in the smooth complex representation theory of p-adic
groups, depth-zero representations play a pivotal role. On the one hand, it is ex-
pected that most representations of higher depth can be reduced in some sense to
depth-zero representations; on the other hand, experts have long postulated that
almost all possible technical difficulties (and new phenomena!) already arise at
depth zero. In the groundbreaking work [DeRe], DeBacker and Reeder constructed
depth-zero regular supercuspidal L-packets, where the condition of “regularity” on a
supercuspidal representation can be very roughly (and perhaps rather inaccurately)
thought of as the character θ (in Deligne–Lusztig’s RθT ) being “in general position”,
a notion which goes all the way back to [DeLu]. The results of [DeRe] were later
generalized from depth-zero to arbitrary depth in [Kal2], and the assumption of re-
gularity was later relaxed to non-singularity in [Kal3]. To venture beyond the realm
of non-singular supercuspidals, one necessarily needs to enlist the theory of Hecke
algebras: (i) either one would like to consider singular supercuspidals–terminology
first due to [AuXu2], which are supercuspidals whose L-packets mix supercuspidals
and non-supercuspidals and whose study necessarily require a careful analysis of
their Bernstein block Hecke algebras; (ii) or one would like to consider non-singular
non-supercuspidals, which are G-representations whose supercuspidal supports are
non-singular.
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Hecke algebra techniques have proven particularly powerful in attacking the local
Langlands conjecture, as can be seen in [AuXu1, AuXu2, Sol6, Sol10]. This is in
part due to the fact that Hecke algebras naturally show up on the Galois side of
the conjectural local Langlands correspondence (LLC). More precisely, as shown in
[AMS1] (see also §8.1) the enhanced L-parameters admit a natural decomposition,
à la Bernstein, according to their cuspidal supports, and each such Bernstein com-
ponent on the Galois side is parametrized by the irreducible representations of a
certain Hecke algebra [AMS3] (see also §8.1).

In this article, we generalize the aforementioned literature and construct a local
Langlands correspondence for all depth-zero G-representations with non-singular
supercuspidal support1. In [AuXu1], an axiomatic setup for constructing a bijec-
tive local Langlands correspondence was proposed, which can be combined with an
analysis of Hecke algebras to obtain stronger results. In this article, we verify these
requirements for all non-singular depth-zero Bernstein blocks.

Our first main result is a bijection between

• the set Irr0(G)ns of irreducible non-singular depth-zero G-representations
(up to isomorphism); and
• the set Φ0

e(G)ns of non-singular enhanced L-parameters for G which are
trivial on the wild inertia subgroup of the Weil group WF .

Here (and throughout the paper) G should be viewed as a rigid inner twist of a
quasi-split F -group.

Theorem 1. (all results in §10)
There exists a bijection

(1.1)
Irr0(G)ns ←→ Φ0

e(G)ns
π 7→ (φπ, ρπ)

π(φ, ρ) 7→ (φ, ρ)

such that:

(a) The map Irr0(G)ns 7→ Φ(G) : π 7→ φπ is canonical.
(b) The bijection is equivariant for the natural actions of the depth-zero subgroup of

H1(WF , Z(G
∨)) and the associated group of depth-zero characters of G.

(c) The central character of π is equal to the character of Z(G) canonically deter-
mined by φπ.

(d) π is tempered if and only if φπ is bounded.
(e) π is essentially square-integrable if and only if φπ is discrete.
(f ) Our LLC (1.1), its version for supercuspidal representations of Levi subgroups

of G and the cuspidal support maps form a commutative diagram

Irr0(G)ns ←→ Φ0
e(G)ns

↓ Sc ↓ Sc⊔
L Irr0cusp(L)ns/W (G,L) ←→

⊔
L Φ0

cusp(L)ns/W (G∨, L∨)WF

.

Here W (G,L) = NG(L)/L, W (G∨, L∨) = NG∨(L∨)/L∨ and L runs through a
set of representatives for the G-conjugacy classes of Levi subgroups of G.

(g) Our LLC (1.1) is compatible with parabolic induction. Suppose that P = MU
is a parabolic subgroup of G, with Levi factor M . Let (φ, ρM ) ∈ Φ0

e(M)ns be

1For a precise definition, see §2.
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bounded. Let π0(S
+
φ ) and π0(S

M+
φ ) be the component groups for φ as object of,

respectively, Φ(G) and Φ(M). Then

IGP
(
πM (φ, ρM )

) ∼= ⊕
ρ
HomSM+

φ
(ρ, ρM )⊗ π(φ, ρ),

where the sum runs through all ρ ∈ Irr
(
π0(S

+
φ )

)
such that Sc(φ, ρ) is G∨-

conjugate to Sc(φ, ρM ).
(h) Our LLC (1.1) is compatible with the Langlands classification. Suppose that

(φ, ρ) ∈ φ0
e(G)ns and φ = zφb with φb ∈ Φ(M) bounded and z ∈ Hom(M,R>0)

strictly positive with respect to P =MU . Then IGP (z ⊗ πM (φb, ρ)) is a standard
G-representation and π(φ, ρ) is its unique irreducible quotient.

(i) The p-adic Kazhdan–Lusztig conjecture holds for Rep0(G)ns.

For any progenerator Πs (e.g. from a type), the category Rep(G)s is naturally
equivalent to the category of right modules for EndG(Πs). By [Mor1, Mor2], EndG(Πs)
is rather close to an affine Hecke algebra, while its irreducible modules have been
studied extensively in [Sol5]. The Bernstein blocks Rep(G)s altogether make up the
category of non-singular depth-zero G-representations Rep0(G)ns. We indicate its
full subcategory of finite-length representations by a subscript “fl”.

On the Galois side, the set Φ0
e(G)ns decomposes naturally as a disjoint union of

Bernstein components Φe(G)
s∨ [AMS1], indexed by a finite set B∨(G)0ns. To every

such Bernstein component Φe(G)
s∨ , one can associate a certain twisted affine Hecke

algebra H(s∨, q1/2F ) (see [AMS3]2), which is constructed in terms of the geometry

of the complex variety of Langlands parameters underlying Φe(G)
s∨ , and whose

irreducible modules3 are parametrized canonically by Φe(G)
s∨ . Such an algebra

H(s∨, q1/2F ) can be compared with EndG(Πs) for an appropriate inertial equivalence
class s for Rep(G). Our second main result is the following.

Theorem 2. (Theorem 9.6)
There exists an equivalence of categories

Rep0fl(G)ns
∼=

⊕
s∨∈B∨(G)0ns

Modfl - H(s∨, q1/2F ),

which is compatible with parabolic induction and restriction and with twists by depth-
zero characters.

There seem to be obstructions to generalizing this equivalence to categories of
representations of arbitrary length, due to certain 2-cocycles in the Hecke algebras
from [Mor1] on the cuspidal level. On the other hand, for some special cases of
groups and representations, an equivalence of categories of the form

Rep(G)s ∼= Mod - H(s∨, q1/2F )

is known. See [AMS3] for inner forms of GLn(F ), [AMS4] for pure inner forms of
quasi-split classical groups, [Sol6, Sol7] for unipotent representations, [AuXu2] for
G2(F ), [SuXu] for GSp4(F ), and [Sol10] for principal series representations.

Theorem 2 is in the spirit of recent geometric and categorical versions of a lo-
cal Langlands correspondence [Hel, Zhu, BCHN, FaSc], where the objects on the
Galois (or spectral) side are equivariant coherent sheaves on stacks of Langlands

2Compared to [AMS3], we specialized an indeterminate q-parameter to q
1/2
F = |kF |1/2.

3In this paper, modules of a Hecke algebra are by default right modules.
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parameters, and one must pass to derived categories on both sides of the (conjec-

tural) correspondence to formulate the conjecture. The construction of H(s∨, q1/2F )
in [AMS3] strongly suggests that its modules are related to such equivariant coherent
sheaves, but it has proven difficult to make that precise.

In Section 2, we prove new results on Deligne–Lusztig packets of supercuspidal
L-representations, which in the end show that they behave well with respect to
conjugation by NG(L). In §3, we conduct a closer analysis on the representations of
the component groups of supercuspidal L-parameters for L, related to conjugation
by NG∨(L∨). On both sides of the LLC, it involves checking that certain extensions
of groups split equivariantly (see §2.1 and §3.2 for details). Using this, we are able
to (in §4) even prove new results about the LLC on the cuspidal level from [Kal3].

Theorem 3. (See Theorem 4.8)
Identify

(
Z(L∨)IF

) ◦
WF

with the set of Langlands parameters for the group of unrami-

fied characters Xnr(L). In the LLC for non-singular supercuspidal L-representations,
the choices can be made so that the bijection

Irr0cusp(L)ns ←→ Φ0
cusp(L)ns

is equivariant for the natural actions of

W (G,L)⋉ Xnr(L) ∼=W (G∨, L∨)WF ⋉
(
Z(L∨)IF

) ◦
WF

.

Outline and remarks of strategy.
Theorem 3 provides in particular a bijection between:

• the set of inertial equivalence classes s = [L, τ ]G for Rep(G), such that
τ ∈ Irr0cusp(L)ns for some Levi subgroup L ⊂ G,
• the set of inertial equivalence classes s∨ =

(
Z(L∨)IF

) ◦
WF
·(φL, ρL) for Φe(G),

such that (φL, ρL) ∈ Φ0
cusp(L)ns.

We will denote this bijection simply by

(1.2) s←→ s∨.

It allows us to pass freely between the set of Bernstein components Irr(G)s of

Irr0(G)ns and the set of Bernstein components Φe(G)
s∨ of Φ0

e(G)ns.
Sections 5–7 study Hecke algebras for p-adic groups. These sections are logi-

cally independent from Sections 2–4. For a non-singular depth-zero Bernstein block
Rep(G)s, the work of Morris [Mor1, Mor2] provides us with a type (P̂f, σ̂), where P̂f

denotes the pointwise stabilizer of a facet f in the Bruhat–Tits building of G.
Extending results of Morris, we show that H(G, P̂f, σ̂) is a crossed product of

an affine Hecke algebra and a twisted group algebra (see Theorem 7.2). Since we
already understand the set of cuspidal supports for Rep(G)s, we only need to further

consider two aspects of H(G, P̂f, σ̂): the q-parameters of the simple reflections from
the associated finite root system Rσ̂, and the 2-cocycle by which the group algebra
has been twisted.

Let Π(L, T, θ) be a Deligne–Lusztig packet (see (2.5)) containing a representation
in the set of cuspidal supports for Rep(G)s. We show in Proposition 6.9 that the

q-parameters of H(G, P̂f, σ̂) are equal to the q-parameters of a Hecke algebra for
suitable principal series representations of a quasi-split reductive subgroup Gσ̂ ⊂ G
(see (6.13)) with T as minimal Levi subgroup. The argument runs mainly via
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similar Hecke algebras for finite reductive groups. These q-parameters for Gσ̂ can
be computed explicitly from (T, θ) [Sol8].

The comparison between Hecke algebras on the p-adic side and on the Galois side
of the Langlands correspondence is done in Sections 8–9. On the Galois side, the

twisted affine Hecke algebra H(s∨, q1/2F ) involves a finite root system Rs∨ and q-
parameters, defined in completely different terms from complex algebraic geometry.
Fortunately, these parameters can also be reduced to the case of (Gσ̂, T, θ), already
studied in [Sol10]. In (8.18), we establish a canonical isomorphism of root systems

(1.3) Rσ̂ ∼= Rs∨ ,

and we show that the q-parameters on both sides agree. The further comparison of
the Hecke algebras is more difficult. Recall that Bernstein associated a finite group

(1.4) Ws := StabW (G,L)(Rep(L)s)

to Rep(G)s. Similarly, one can associate a finite group

Ws∨ := StabW (G∨,L∨)WF

(
Φe(L)

s∨
)

to Φe(G)
s∨ . By Theorem 3 there is a canonical isomorphism (see also [AuXu1])

(1.5) Ws
∼= Ws∨ .

Let Γs be the stabilizer inWs of the set of positive roots in Rσ̂, and define Γs∨ ⊂Ws∨

analogously. Using (1.3), we can decompose (1.5) as

(1.6) Ws =W (Rσ̂)⋊Γs, Ws∨ =W (Rs∨)⋊Γs∨ , W (Rσ̂) ∼=W (Rs∨), and Γs
∼= Γs∨ .

The algebra H(s∨, q1/2F ) can be written as

H(s∨, q1/2F )◦ ⋊C[Γs∨ , ♮s∨ ],

where H(s∨, q1/2F )◦ is an affine Hecke algebra and ♮s∨ is a 2-cocycle of Γs∨ . While

H(s∨, q1/2F )◦ is canonically isomorphic to a subalgebra of H(G, P̂f, σ̂) (see Lemma

7.8 and Proposition 8.5), Γs appears only indirectly in H(G, P̂f, σ̂). One can instead

replace H(G, P̂f, σ̂) with EndG(Πs), where Πs is a canonical progenerator of Rep(G)s
constructed by Bernstein. The algebras H(G, P̂f, σ̂) and EndG(Πs) are Morita equiv-
alent, but for various reasons it is easier to work with the latter [Sol5]. In general,
however, EndG(Πs) still does not contain a twisted group algebra of Γs. To intro-
duce at least a subgroup of Γs into the picture, we localize EndG(Πs) with respect
to suitable sets of characters of its centre. Theorem 3 provides an isomorphism

(1.7) Z
(
EndG(Πs)

) ∼= O(Irr(L)s)Ws ∼= O
(
Φe(L)

s∨
)Ws∨ ∼= Z

(
H(s∨, q1/2F )

)
,

so we can localize H(s∨, q1/2F ) with respect to the corresponding set of central char-
acters. (This localization technique does not work well for representations of infinite
length, so from here on we restrict to finite length modules.) In Proposition 8.8, we
show that Theorem 3 and (1.6) induce an algebra isomorphism of the form

(1.8) localized version of EndG(Πs) ∼= localized version of H(s∨, q1/2F ).

In fact, both sides of (1.8) can be described in terms of twisted graded Hecke al-
gebras. On the right-hand side of (1.8), the twist is given by the restriction of ♮s∨
to a subgroup of Ws∨ . The twisted graded Hecke algebra on the left-hand side of
(1.8) involves a 2-cocycle of a subgroup of Ws as in [Sol5, Proposition 7.3]. The
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comparison of the 2-cocycles on both sides of (1.8) is indeed the most difficult step
of the paper. It is finally achieved in Theorem 8.7, using the technical ingredients
we established in Appendices A and B. Combining cases of (1.8) gives equivalences
of categories

(1.9) Repfl(G)s
∼= Modfl - EndG(Πs) ∼= Modfl - H(s∨, q1/2F );

see Theorem 9.4. Using (1.2), one deduces Theorem 2. We then obtain our bijec-

tive LLC using the parametrization of Irr-H(s∨, q1/2F ) from [AMS3, Theorem 3.18],

which concerns left H(s∨, q1/2F )-modules whereas in Theorem 10.2 we translate to
right modules of (1.9). Finally, we prove the list of properties of our LLC in §10.2.

Open problems and outlook.
Clearly it would be desirable to make our LLC for non-singular depth-zero represen-
tations canonical (including the enhancements). To this end, the input would have
to include a Whittaker datum for the quasi-split inner form of G. However, this
is not enough, even at the cuspidal level. At the moment, our LLC, or that from
[Kal2, Kal3], is not specified uniquely by a Whittaker datum; more requirements
would be needed. This would possibly involve character formulas and endoscopy, as
in [FKS], in combination with a better understanding of the traces of the represen-
tations in question.

In another direction, one could try to make our LLC functorial with respect to
homomorphisms f : H → G of reductive F -groups such that both ker f and coker f
are commutative. The desired outcome was already conjectured in [Bor, Sol3], and
has been proven in the cuspidal cases in [BoMe]. This would require some alignment
between the local Langlands correspondences for Irr0(G)ns and Irr0(H)ns, which
would render them more canonical.

A local Langlands correspondence for non-singular supercuspidal representations
of positive depth was established simultaneously with the one in depth zero [Kal2,
Kal3], for groups G that split over a tamely ramified extension of F . Types for
Bernstein blocks of non-singular representations of such groups are known from
[KiYu]. Recently it was shown [AFMO1, AFMO2] that the Hecke algebras from
these Kim–Yu types are isomorphic to Hecke algebras from depth zero types, as in
[Mor1, Mor2]. In view of these developments, it is reasonable to expect that our
LLC can be generalized to non-singular representations of arbitrary depth.

In a similar manner, one expects that the methods developed in this paper will
be useful for the study of arbitrary depth-zero representations.

Acknowledgements.
We thank Anne-Marie Aubert for some helpful comments. Y.X. was partially sup-
ported by the U.S. National Science Foundation under Award No. 2202677.

2. Deligne–Lusztig packets for p-adic groups

Let F be a non-archimedean local field with residue field kF . Let L be an F -Levi
subgroup of a larger connected reductive F -group G. We write G = G(F ), L = L(F )
etc. Let Lad be the adjoint group of L, and let B(Lad, F ) = B(L) be the semisimple
Bruhat–Tits building of L. Let Z(L) be the centre of L, and Z◦(L) its neutral
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component. We write Z◦(L) = Z◦(L)(F ), and let X∗(Z
◦(L)) be its lattice of F -

rational cocharacters. Recall that the Bruhat–Tits building B(L, F ) = B(L) is the
Cartesian product of B(Lad) and X∗(Z

◦(L))⊗Z R.
Let T be an elliptic maximal F -torus in L which contains a maximal unramified

F -torus of L. Let fL be the facet of B(L, F ) corresponding to T (F ). Recall that every
facet of B(L, F ) is the Cartesian product of a facet in B(Lad, F ) and X∗(Z

◦(L))⊗ZR.
We fix an embedding B(L, F ) ↪→ B(G, F ) that is admissible in the sense of [KaPr,
Chapter 14]. We choose a facet f of B(G, F ) that is open in fL.

Let Pf = Gf,0 ⊂ G be the parahoric subgroup associated to f, with pro-unipotent
radical denoted by Gf,0+. Then Pf/Gf,0+ can be viewed as the kF -points of a con-
nected reductive group. More precisely, by [BrTi, §5.2], there is a model P◦

f of G
over the ring of integers oF , such that Pf = P◦

f (oF ). Then G◦f (kF ) := Pf/Gf,0+ is

the maximal reductive quotient of P◦
f (kF ). Let P̂f be the pointwise stabilizer of f in

G, it contains Pf with finite index. Since Pf is a characteristic subgroup of P̂f, these
two have the same normalizer in G, i.e. we have

(2.1) Gf := StabG(f) = NG(Pf) = NG(P̂f).

By [KaPr, Remark 8.3.4 and §9.2.5], there exists an oF -group scheme Pf, which is
locally of finite type but not always affine, such that Pf(oF ) = Gf. It gives rise to

a kF -group scheme Gf satisfying Gf(kF ) = Gf/Gf,0+. This contains P̂f/Gf,0+ as the

group of kF -rational points of a (possibly disconnected) reductive subgroup Ĝf ⊂ Gf.
Similar notations will be used for L, but they only depend on the larger facet fL.
We shall write PL,f := L ∩ Pf instead of PfL .

In Gf = Pf(oF ) we also have T = T (F ) as the oF -points of a subgroup scheme of
Pf. In this way T can be viewed as an oF -group scheme. The oF -torus Tf := T ∩G◦f
is (considered over F ) a maximal unramified torus in L and in G. Since G becomes
quasi-split over an unramified extension of F , ZG(Tf) is a maximal torus of G, and
thus it must be T . By the ellipticity of T , the maximal F -split subtorus Ts of T is
contained in Z(L)◦, thus we have

(2.2) L = ZG(Z(L)◦) = ZG(Ts).

A character of T = T (F ) is said to have depth zero if it is trivial on ker(Tf(oF ) →
Tf(kF )). By the construction of Pf, this kernel equals ker(T (oF )→ T (kF )). Consider
a depth-zero character θ of T , or equivalently a character θ of T (kF ). Throughout
this section, we assume that θ is F -non-singular for (T ,L) in the sense of [Kal3,
Definition 3.1.1]. It means that, for any unramified extension E/F and any coroot
α∨ of (L(E), T (E)), the character

θ ◦ (norm map for E/F on T ) ◦ α∨ : E× → C×

is nontrivial on o×E . As mentioned in [Kal3, 3.1.4], θf := θ|Tf(kF ) is non-singular for

(Tf(kF ),L◦f (kF )) in the sense of [DeLu, Definition 5.15], that is, θf is not orthogonal

to any coroot of (L◦f , Tf). Compared to [Kal2, Kal3], we do not require that T splits
over a tamely ramified extension of F .

From the data (Lf, T , θ), one can build a Deligne–Lusztig representationRLf(kF )

T (kF ) (θ)

of Lf(kF ) (see for example [DeLu] and [Kal3, §2]), in the same way as for the con-

nected group G◦f (kF ). It is a virtual representation of Lf(kF ), but ±R
Lf(kF )

T (kF ) (θ) is an



NON-SINGULAR DEPTH-ZERO REPRESENTATIONS 9

actual representation for a suitable sign ±. By [Kal3, Corollary 2.6.2], ±RLf(kF )

T (kF ) (θ)

is a quotient of

ind
Lf(kF )

L◦
f (kF )

(
±R

L◦
f (kF )

Tf(kF ) θf
) ∼= ±RLf(kF )

T (kF )

(
ind

T (kF )
Tf(kF )θf

)
.

Moreover ±RLf(kF )

T (kF ) (θ) is a representation of Lf(kF ) × T (kF ), where Lf(kF ) acts

from the left and T (kF ) acts from the right via the character θ. The action of
Z(Lf)(kF ) ⊂ T (kF ) is the same from the left and from the right, therefore,

(2.3) Z(Lf)(kF ) acts on ±R
Lf(kF )

T (kF ) (θ) via θ|Z(Lf)(kF ).

We define the Deligne–Lusztig packet

Π
(
Lf(kF ), T (kF ), θ

)
⊂ Irr(Lf(kF ))

as the set of irreducible constituents of ±RLf(kF )

T (kF ) (θ). Let NLf(kF )(T )θ be the stabi-

lizer of θ in NLf(kF )(T ). Let Irr(NLf(kF )(T )θ, θ) be the set of irreducible representa-

tions of NLf(kF )(T )θ whose restriction to T (kF ) contains θ. The group NLf(kF )(T )θ
acts on ±RLf(kF )

T (kF ) (θ) by Lf(kF )-intertwiners, constructed in [Kal3, (2.18)]. First,

canonical Lf(kF )-intertwining operators are exhibited, by geometric means. These
respect the multiplication in NLf(kF )(T )θ only up to a scalars, and to combine them
into an actual representation the geometric intertwining operators are normalized
by the choice of a “coherent splitting” [Kal3, Definition 2.4.9] which we indicate by
ϵ. By [Kal3, Theorem 2.7.7.1], there is a bijection

(2.4)
Irr

(
NLf(kF )(T )θ, θ

)
→ Π

(
Lf(kF ), T (kF ), θ

)
ρ 7→

(
ρ⊗±RLf(kF )

T (kF ) (θ)
ϵ
)NLf(kF )(T )θ .

Let Rep(L) be the category of smooth L-representations on complex vector spaces.
We recall that a L-representation (π, V ) has depth zero if it is generated by the

union, over all facets f of B(L, F ), of the subspaces V π(Gf,0+). We denote the full
subcategory of Rep(L) formed by depth-zero representations by Rep0(L). Let Irr(L)
be the set of irreducible L-representations in Rep(L) (up to isomorphism). For the
p-adic group L, we define the Deligne–Lusztig packet

(2.5) Π(L, T, θ) :=
{
indLLf

(σ′) : σ′ is a constituent of inf
Lf

Lf (kF )

(
±RLf(kF )

T (kF ) (θ)
)}

in Irr(L). More precisely,

Π(L, T, θ) ⊂ Irr0(L) := {π ∈ Irr(L) : π has depth zero}.

By definition, a supercuspidal L-representation of depth zero is non-singular if and
only if it belongs to one of the packets Π(L, T, θ). By (2.3), we know that

(2.6) every π ∈ Π(L, T, θ) admits the central character θ|Z(L).

By [MoPr2, Proposition 6.6], we have a bijection

indLLf
inf

Lf

Lf (kF ) : Π(Lf(kF ), T (kF ), θ)→ Π(L, T, θ).

Let Irr
(
NL(T )θ, θ

)
be the set of irreducible representations of NL(T ) whose restric-

tion to T contains θ (or equivalently, on which T acts via the character θ). As
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explained in [Kal3, §2.7 and §3.3], there is a bijection

(2.7) Irr(NL(T )θ, θ)→ Π(L, T, θ), ρ 7→
(
ρ⊗ κL,ϵ(T,θ)

)NL(T )θ =: κL,ϵT,θ,ρ,

where κL,ϵ(T,θ) := indLLf
inf

Lf

Lf(kF )

(
±RLf(kF )

T (kF ) (θ)
ϵ
)
is an L×NL(T )θ-representation. The

action of NL(T )θ factors through NLf(kF )(T )θ and is induced from the action on

±RLf(kF )

T (kF ) (θ)
ϵ in (2.4).

Lemma 2.1. The supercuspidal L-representation κL,ϵT,θ,ρ, as defined in (2.7), is tem-

pered if and only if θ is unitary.

Proof. Any irreducible supercuspidal representation is tempered if and only if its
central character is unitary. Since T is a maximal torus of L, it contains Z(L). We
denote the maximal compact subgroup of a torus over F by a subscript cpt. Since T
is elliptic, Z◦(L)/Z◦(L)cpt is a finite-index subgroup of T/Tcpt. Hence θ is unitary if

and only if θ|Z(L) is unitary. The constructions of ±RLf(kF )

T (kF ) (θ) and κ
L,ϵ
(T,θ) show that

they admit central character θ|Z(L). Hence so does κL,ϵT,θ,ρ. □

If X is any set with an NG(L)-action, then the group W (G,L) := NG(L)/L acts
naturally on the set of L-orbits in X. Let NG(L, T ) be the largest subgroup of G
that normalizes both L and T . The W (G,L)-stabilizer of the L-conjugacy class of
(T, θ) can be expressed as

(2.8) W (G,L)(T,θ) ∼= NG(L, T )θ/NL(T )θ.

The actions of NG(L, T )θ on the sets in (2.7) are trivial on NL(T )θ, thus by (2.8),
they factor through W (G,L)(T,θ). We note that W (G,L)(T,θ) is a quotient of the
stabilizer of θ in W (NG(L), T ) = NG(L, T )/T .

For characters of L, there are several reasonable notions of “depth-zero”. It is not
a priori obvious which one is the most appropriate, but fortunately they all coincide
by [SoXu, Theorem 1.4]. Let Lsc = Lsc(F ) be the simply connected cover of the
derived group Lder = Lder(F ). We abbreviate the cokernel of the canonical map
Lsc → L as L/Lsc, and we consider the following group of characters:

X0(L) = {χ : L/Lsc → C× | χ|T has depth zero for all maximal tori T ⊂ L}.
We showed in [SoXu, Theorem 3.4] that X0(L) is equal to the group of characters
of L that are trivial on the image of Lsc → L and on LfL,0+ for every facet fL of
B(L, F ). An advantage of this notion of “depth-zero” for characters is that tensoring
representations by elements of X0(L) stabilizes Rep0(L).

Recall that a character L→ C× is called unramified if it is trivial on every compact
subgroup of L. The group of unramified characters Xnr(L) is essential for defining
Bernstein blocks in Rep(L). For any maximal torus T ⊂ L, the pro-p radical T0+ of
the unique parahoric subgroup of T is compact. Hence every unramified character
χ : L→ C× has T0+ in its kernel, so χ|T has depth zero and χ ∈ X0(L).

More precisely, Xnr(L) is a connected component of X0(L). Every character of L
also defines a character of any inner form L′ of L. In this way, the groups Xnr(L)
and X0(L) can be identified with their versions for L′.

The group X0(L) acts on Irr(L) by tensoring, and this action preserves the set
Irr0(L) of irreducible depth-zero representations of L. For χ ∈ X0(L), we have

NL(T )χ⊗θ = NL(T )θ and W (L, T )χ⊗θ =W (L, T )θ;
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similarly for other analogous sub-quotients of L. We define NL(T )X0(L)θ (resp.

NG(L, T )X0(L)θ) to be the stabilizer of X0(L)⊗ θ in NL(T ) (resp. NG(L, T )). Set

W (L, T )X0(L)θ = NL(T )X0(L)θ/T andW (NG(L), T )X0(L)θ = NG(L, T )X0(L)θ/T.

Likewise, let W (G,L)(T,X0(L)θ) be the stabilizer of L · (T,X0(L)θ) in W (G,L), which
is isomorphic toW (NG(L), T )X0(L)θ/W (L, T )X0(L)θ. Notice thatNG(L, T )X0(L)θ nor-
malizes NL(T )θ and that

n · Irr
(
NL(T )θ, θ

)
= Irr

(
NL(T )θ, n · θ

)
for any n ∈ NG(L, T )X0(L)θ.

Tensoring a representation with a character does not change its space of self-intertwiners,
so in (2.7) we can

(2.9) pick the same coherent splitting ϵ for all θ′ ∈ X0(L)θ.

Proposition 2.2. Under (2.9), the collection of bijections (2.7) for all θ′ ∈ X0(L)θ
is W (G,L)(T,X0(L)θ)-equivariant. In particular, the bijection (2.7) is W (G,L)(T,θ)-
equivariant.

Proof. Let U be the unipotent radical of a Borel subgroup of L◦f containing Tf. The
representation ±RLf(kF )

T (kF ) (θ)
ϵ is defined on the vector space HdU

c (Y
Lf

U ,Qℓ)θ, which

arises from the variety

Y
Lf

U := {lU ∈ Lf/U : l−1Frob(l) ∈ U · FrobU},
see [Kal3, §2.6]. It is viewed as a complex representation via a fixed field isomorphism
Qℓ
∼= C. For g ∈ NG(L, T )X0(L)θ, the map lU 7→ glUg−1 induces a linear bijection

(2.10) HdU
c (Y

Lf

U ,Qℓ)θ
∼−→ HdU

c (Y
Lf

gUg−1 ,Qℓ)g·θ.

As in [Kal3, (2.18)], we compose this with ϵΨ
Lf

U ,gUg−1 to land in HdU
c (Y

Lf

U ,Qℓ)g·θ.

Here Ψ
Lf

U ,gUg−1 is obtained from a canonical geometric construction [Kal3, (2.17)]

and it is normalized by means of a “coherent splitting” ϵ. In the process, the
NLf(kF )(T )θ-action from [Kal3, (2.18)] is precomposed with conjugation by g, which

we indicate by a superscript ϵ ◦ g−1. This allows us to define an isomorphism of
Lf(kF )×NLf(kF )(T )θ-representations

(2.11) g · ±RLf(kF )

T (kF ) (θ)
ϵ ∼−→ ±RLf(kF )

T (kF ) (g · θ)
ϵ◦g−1

,

which is canonical once ϵ has been chosen. Now by (2.7), we have

□(2.12) g · κL,ϵ(T,θ,ρ)
∼=

(
ρ⊗ κL,ϵ◦g

−1

(T,g·θ)
)NL(T )θ =

(
g · ρ⊗ κL,ϵ(T,g·θ)

)NL(T )θ = κL,ϵ(T,g·θ,g·ρ).

The collection of bijections considered in Proposition 2.2 is also X0(L)-equivariant.
Namely, by [Kal3, Theorem 2.7.7]

(2.13) χ⊗ κL,ϵ(T,θ,ρ)
∼= κL,ϵ(T,χ⊗θ,χ⊗ρ) χ ∈ X0(L).

Let σ be a constituent of the Deligne–Lusztig representation ±R
L◦
f (kF )

Tf(kF ) (θf), which

decomposes into mutually inequivalent subrepresentations:

±R
L◦
f (kF )

Tf(kF ) (θf) =
⊕

χ∈Irr(Ωθf
)
σχ Ωθf =W (L◦f , Tf)(kF )θf .
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By definition, these representations σχ form a Deligne–Lusztig packet for L◦f (kF ).
By inflation, we can also regard σ and the σχ as representations of PL,f. Via the
types (PL,f, σχ), they give rise to the category

(2.14) Rep(L)(Tf,θf) =
⊕

χ∈Irr(Ωθf
)
Rep(L)(PL,f,σχ).

Consider the setW (G,L)(Tf,θf) :=
{
w ∈W (G,L) : w·Rep(L)(PL,f,σ) ⊂ Rep(L)(Tf,θf)

}
.

Lemma 2.3. W (G,L)(Tf,θf) is a group, isomorphic to NG(PL,f, Tf)θf/NLf
(Tf)θf.

Proof. The irreducible representations in Rep(L)(Tf,θf) are ind
L
Lf
(σ̃χ), where σ̃χ is an

extension of σχ to Lf and χ ∈ Irr(Ωθf). More precisely:

(2.15) Irr(L)(Tf,θf) =
⋃

χ∈Irr(Ωθf
)
Irr(L)(PL,f,σχ).

The set W (G,L)(Tf,θf) sends Irr(L)(PL,f,σ) to Irr(L)(Tf,θf) and

w · (PL,f, σ) = (wPL,fw
−1, w · σ).

By the essential uniqueness of depth-zero types for supercuspidal representations
[MoPr1, Theorem 5.2], (PL,f, σ) is uniquely determined up to L-conjugacy. Hence we
can find a representative for w in NG(PL,f). Then w ·σ must be one of the σχ, thus w
stabilizes the Deligne–Lusztig series associated to (Tf, θf). Here (Tf, θf) is unique up to
L◦f (kF )-conjugacy, so we can even represent w by an element of NG(PL,f, Tf)θf . Con-
versely, every element of NG(PL,f, Tf)θf represents a class in W (G,L)(Tf,θf). Thus the

natural group homomorphism NG(PL,f, Tf)θf → W (G,L) has image W (G,L)(Tf,θf)
and kernel L ∩NG(PL,f, Tf)θf = NLf

(Tf)θf . □

Lemma 2.4. (a) The stabilizer of Π(L, T, θ) inside W (G,L) equals W (G,L)(T,θ).
It is a subgroup of W (G,L)(Tf,θf), where θf = θ|Tf(kF ).

(b) If Π(L, T, θ) contains a representation fixed by W (G,L)(Tf,θf), then W (G,L)(T,θ)
equals W (G,L)(Tf,θf).

Proof. (a) The construction of Π(L, T, θ) implies that any element of W (G,L) that
stabilizes the L-conjugacy class of (T, θ) also stabilizes Π(L, T, θ). For an arbitrary

Deligne–Lusztig packet Π(L, T̃ , θ̃), we claim that

(i) Π(L, T̃ , θ̃) = Π(L, T, θ) if (T, θ) and (T̃ , θ̃) are L-conjugate;

(ii) Π(L, T̃ , θ̃) is disjoint from Π(L, T, θ) if (T, θ) and (T̃ , θ̃) are not L-conjugate.

Indeed, by [Kal3, Proposition 2.6.11], this holds for the group Lf(kF ) instead of
for L. This statement transfers to Lf by inflation of representations. Consider any

π = indLLf
(σ′) ∈ Π(L, T, θ) as in (2.5). By [MoPr2, §6], π determines the L-conjugacy

class of (Lf, σ
′). Hence the validity of (i) and (ii) extends from Lf to L.

Consequently, any element of W (G,L) that sends a member of Π(L, T, θ) into
Π(L, T, θ) must stabilize the L-conjugacy class of (T, θ). Then it also stabilizes the
L-conjugacy class of (Tf, θf), and thus it belongs to W (G,L)(Tf,θf).

(b) For any w ∈W (G,L)(Tf,θf), by the definition of these Deligne–Lusztig packets,

we have w ·Π(L, T, θ) = Π(L,wTw−1, w ·θ), which contains an element of Π(L, T, θ)
by assumption. By (i), we know that (wTw−1, w · θ) is L-conjugate to (T, θ), which
implies that Π(L,wTw−1, w · θ) equals Π(L, T, θ). □
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TheWeyl groupW (L, T ) has the structure of a finite F -group, such thatNL(T )/T
is a subgroup of W (L, T )(F ). Recall from [Kal3, Lemma 3.2.1] that W (L, T )(F )θ
is abelian.

Lemma 2.5. The subgroup W (L, T )(F )θ of W (NG(L), T )(F )θ is central.

Proof. Recall that Tf = T ∩ G◦f . Let Tf,ad be the image of Tf in L◦f,ad. By the proofs

of [Kal3, Lemmas 2.2.1 and 3.2.1], we have an embedding

(2.16) W (L, T )(F )θ ↪→ Irr
(
coker(Tf(kF )→ Tf,ad(kF ))

)
.

This embedding is natural, and is in particular W (Gf, Tf)(kF )θf-equivariant. One
can easily see that the action of W (Gf, Tf)(kF )θf on Tf lifts to the action of W (G, T )
on T , which adjusts T by elements of ZR(G, T )⊗Z F

×
s for a separable closure Fs of

F . Thus the action of W (Gf, Tf)(kF )θf on Tf,ad only adjusts Tf,ad(kF ) by elements of

(2.17)
(
ZR(G, T ) ∩X∗(Tf,ad)⊗Z kF

)Frob
,

where Frob denotes the Frobenius automorphism of kF /kF . Since ZR(G, T )∩X∗(Tf,ad)
is contained inX∗(Tf), all elements of (2.17) come from Tf(kF ). HenceW (Gf, Tf)(kF )θf
acts trivially on coker(Tf(kF )→ Tf,ad(kF )). Via the embedding (2.16), the conjuga-
tion action of W (Gf, Tf)(kF )θf on W (L◦f , Tf)(kF )θf is trivial. □

Now we study the structure of W (G, T )(F ) in greater detail.

Lemma 2.6. (a) We have W (G, T )(F ) =W (NG(L), T )(F ).
In the following, assume moreover that G(F ) is quasi-split. Recall that fL is the

facet in B(L, F ) containing f.

(b) By replacing T within its stable conjugacy class for L, we can achieve that there
exists a point y ∈ fL whose image in B(Gad, F ) is a special vertex.

(c) Let G◦y be the connected reductive kF -group associated to the facet y of B(Gad, F ),
and define L◦y analogously. We have

W (G, T )(F ) ∼=W (G◦y , Tf)(kF ) ∼=W (NG◦
y
(L◦y), Tf)(kF ).

Proof. (a) As already noted in (2.2), we have L = ZG(Ts), where Ts denotes the
maximal F -split subtorus of T . Every element w ∈W (G, T )(F ) normalizes Ts, thus
also normalizes L. Hence w ∈W (NG(L), T )(F ).

(b) By [Kal2, Lemma 3.4.12], we can achieve (by changing T within its stable
conjugacy class) that the image of fL in B(Lad, F ) is a special vertex. Thus for
every yL ∈ fL, the root system R(L◦yL(kF ), Tf(kF )) equals R(L(F ), Tf(F )). Take a
basis ∆L of R(L(F ), Tf(F )), and extend it to a basis ∆ of R(G(F ), Tf(F )). By the
linear independence of ∆\∆L in the character lattice of Z(L)◦, for every α ∈ ∆\∆L,
we can translate yL by an element t ∈ X∗(Z(L)◦)⊗Z R, such that y := yL+ t lies in
a wall of B(G, F ) in the direction α. Then y is special.

(c) Part (b) implies the first isomorphism of Weyl groups. The second isomor-
phism follows from this and part (a). (One can also rephrase the proof of part (a)
so that it applies to the kF -group G◦y .) □

We warn the reader that the kF -group G◦y from Lemma 2.6 is in general bigger
than G◦f . Via the isomorphism Tf(kF ) ∼= X∗(Tf)FrobF from [DeLu, (5.2.3)], we can

view θf as a character of X∗(Tf). The values of θf belong to group of roots of unity
in C×, which is isomorphic to Q/Z. Hence θf can also be viewed as an element of
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X∗(Tf)⊗ZQ/Z, where X∗(Tf) denotes the character lattice of Tf. Then the action of
W (G◦y , Tf) on X∗(Tf) (or the action on X∗(Tf)) gives rise to a kF -group W (G◦y , Tf)θf ,
satisfying W (G◦y , Tf)θf(kF ) = W (G◦y , Tf)(kF )θf . From [DeLu, p. 131], one can deduce
the following about the structure of W (G◦y , Tf)θf :
(i) It has a normal subgroupW (G◦y , Tf)◦θf , generated by the reflections whose coroot

in X∗(Tf) is orthogonal to θf. It is equal to the W (G◦y , Tf)-stabilizer of an
extension of θf to a group in which G◦y(kF ) is “regularly embedded” in the
sense of [GeMa, §1.7].

(ii) It admits a decomposition W (G◦y , Tf)θf =W (G◦y , Tf)◦θf ⋊Γ, where Γ is the stabi-

lizer of a set of positive roots for the Weyl group W (G◦y , Tf)◦θf .
(iii) There exists a point θ̃f in the fundamental alcove for the action of the affine

Weyl group of R(G◦y , Tf) on X∗(Tf)⊗Z Q, such that

(2.18) W (G◦y , Tf)θf ∼=
(
W (G◦y , Tf)⋉X∗(Tf)

)
θ̃f
.

(iv) The previous item implies that Γ ∼=W (G◦y , Tf)θf/W (G◦y , Tf)◦θf is isomorphic to a

subgroup of X∗(Tf)/ZR(G◦y , Tf).
By part (iv) the group Γ tends to be very small, provided that G◦y is semisimple. We
will use that later, to analyse W (G◦y , Tf)θf .
We also have a version of Lemma 2.5 in this context.

Lemma 2.7. Assume that we are in the setting of Lemma 2.6.b–c. The group
W (L◦y, Tf)θf is central in W (NG◦

y
(L◦y), Tf)θf.

Proof. By the non-singularity of θf, the intersection of W (L◦y, Tf)θf and W (G◦y , Tf)◦θf
is trivial. Thus (iv) above provides an embedding

(2.19) W (L◦y, Tf)θf ↪→ X∗(Tf)/ZR(G◦y , Tf).
The construction of this embedding via (iii) shows that it is W (NG◦

y
(L◦y), Tf)θf-

equivariant. Since a reflection sα ∈ W (G◦y , Tf) translates every element of X∗(Tf)
by a multiple of α, the action of W (G◦y , Tf) on X∗(Tf) only adjusts the latter by ele-
ments of ZR(G◦y , Tf). In particular, the action of W (G◦y , Tf)θf on (2.19) is trivial. □

2.1. Embeddings of tori and extensions.
Given the F -torus T , there are various ways to embed it in a rigid inner twist of

L. Starting from one embedding one obtains first a stable conjugacy class of embed-
dings, and next by composition with inner twists a larger collection of embeddings,
which are then called admissible. We fix a finite central F -subgroup Z of L. The
equivalence classes of such admissible embeddings j can be parametrized by a coho-
mology set H1(E ,Z → T ) [Kal3, §4.4] and [Dil, §3]. Here the symbol E denotes a
certain gerbe whose precise definition is not important to us. This parametrization
requires the choice of a standard admissible embedding of F -groups j0 : T → L♭,
such that L♭ is a quasi-split rigid inner twist of L and j0T (F ) fixes an absolutely

special point in the reduced Bruhat–Tits building of L♭ over F .
We now compare Weyl groups associated to different admissible embeddings. Any

two such admissible embeddings, say j : T → L and j′ : T → L′, correspond to
the same conjugacy class of embeddings of Langlands dual groups. In fact that is
another characterization of our class of admissible embeddings [Kal2, §5.1]. Hence

(2.20) W (L, jT )(F ) ∼=W (L′, j′T )(F ).
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Let G′ be a rigid inner twist of G containing L′ as an F -Levi subgroup. By [ABPS,
Proposition 3.1], W (G,L) is naturally isomorphic to W (G′, L′). Similar to (2.20),

W (G,L)(jT,θ) ∼=W (G,L)(F )(jT,θ) ∼=W (G′,L′)(F )(j′T,θ) ∼=W (G′, L′)(j′T,θ).

We fix j0 as above, and we abbreviate j0T = T ♭, j0T = T ♭. The character θ ◦ j−1
0 of

T ♭ will still be denoted θ. By [Kal3, §4.5], there is an isomorphism

(2.21) W (L♭, T ♭) ∼=W (L♭, T ♭)(F ).
We warn the reader that this need not hold for another embedding j. It turns out
that (2.21) can be generalized to a setting with G. Let G♭ be a rigid inner twist of

G containing L♭ as an F -Levi subgroup, thus in particular G♭ is quasi-split.

Lemma 2.8. There is a natural isomorphismW (NG♭(L♭), T ♭) ∼=W (NG♭(L♭), T ♭)(F ).

Proof. First we note the following isomorphisms

(2.22) W (NG♭(L♭), T ♭)/W (L♭, T ♭) ∼= NG♭(L♭, T ♭)/NL♭(T ♭) ∼=W (G♭, L♭)T ♭ ,

where the subscript T ♭ means that the L♭-conjugacy class of T ♭ is stabilized. Since
L♭ is quasi-split, the natural maps

(2.23) NG♭(L♭)→W (G♭, L♭)→ (NG♭(L♭)/L♭)(F ) =W (G♭,L♭)WF

are surjective. Hence (2.22) is equal to W (G♭,L♭)(F )T ♭ . Clearly, any element of this

group also stabilizes the L♭-conjugacy class of T ♭. On the other hand, if an element
of W (G♭,L♭) stabilizes the L♭-conjugacy class of T ♭, then a suitable representative

of that element normalizes T ♭. Therefore (2.22) is naturally isomorphic to

(2.24) W (G♭,L♭)T ♭(F ) ∼=
(
W (NG♭(L♭), T ♭)/W (L♭, T ♭)

)
(F ),

which has a subgroup W (NG♭(L♭), T ♭)(F )/W (L♭, T ♭)(F ). The natural isomorphism
from the left hand side of (2.22) to the right hand side of (2.24) factors through
(2.24), thus this subgroup is equal to (2.24). Combined with (2.21), it implies that

the natural map W (NG♭(L♭), T ♭)→W (NG♭(L♭), T ♭)(F ) is an isomorphism. □

We now consider the case of an embedding j : T → L admissible in the sense of
[Kal3, § 4.4], such that L is not necessarily quasi-split. Suppose j corresponds to

(2.25) [x] = inv(j, j0) ∈ H1(E ,Z → T ).
Then x defines a form of NL♭(T ♭), with the property that

(2.26) W (L, jT ) ∼=W (L♭, T ♭)x(F ) =W (L♭, T ♭)(F )[x].
Similar to [Kal3, §4.5], we construct the extension

(2.27) 1→ T → NL(jT )θ = NL♭(T ♭)x(F )→W (L, jT )θ → 1.

By (2.26) and pushout along θ, we obtain a central extension

(2.28) 1→ C× → E [x]θ →W (L♭, T ♭)(F )[x],θ → 1.

The set Irr(E [x]θ , id) of irreducible representations of E [x]θ on which C× acts as z 7→ z
is naturally in bijection with Irr(NL(jT )θ, θ). Via (2.20) and Proposition 2.2, it

matches with Π(L, jT, θ). We can rephrase (2.28) as E [x]θ = NL(jT )θ ×jT,θ C×. For
χ ∈ X0(L), the bijection

NL(jT )χ⊗θ ×jT,χ⊗θ C× → NL(jT )θ ×jT,θ C× : (n, c) 7→ (n, χ(n)c)
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induces a canonical isomorphism of extensions

(2.29)

1 C× E [x]χ⊗θ W (L, jT )χ⊗θ 1

1 C× E [x]θ W (L, jT )θ 1

∼= .

In this way the extensions E [x]θ′ for varying θ′ ∈ X0(L) ⊗ θ are naturally isomor-
phic. The conjugation action of NG(L, jT ) on (2.26) descends to an action of
NG(L, jT )X0(L)θ on (2.27). The quotient

(2.30) NG(L, jT )X0(L)θ/jT =W (NG(L), jT )X0(L)θ
∼=

W (NG♭(L♭), T ♭)x(F )X0(L)θ
∼=W (NG♭(L♭), T ♭)(F )[x],X0(L)θ

acts on the family of extensions (2.28), with g ∈ NG(L, jT )X0(L)θ sending E [x]θ to

E [x]g·θ. Only the subgroup W (NG(L), jT )θ ∼= W (NG♭(L♭), T ♭)(F )[x],θ stabilizes E [x]θ

and Irr(NL(jT )θ, θ) ∼= Irr(E [x]θ , id). Consider now the extension

(2.31) 1→ T → NL♭(T ♭)θ →W (L♭, T ♭)θ =W (L♭, T ♭)(F )θ → 1,

which gives the following central extension via pushout along θ:

(2.32) 1→ C× → E0θ →W (L♭, T ♭)(F )θ → 1.

The extensions E0θ′ , for varying θ′ ∈ X0(L)⊗θ, are naturally identified by a variation

on (2.29). The group NG♭(L♭, T ♭)X0(L)θ acts on (2.31). Its subgroup NG♭(L♭, T ♭)θ
also acts on (2.32), and that action factors through W (NG♭(L♭), T ♭)θ. This gives an

action of NG♭(L♭, T ♭)θ on

Irr
(
NL♭(T ♭)θ, θ

) ∼= Irr
(
E0θ , id

)
,

which by Lemma 2.4 (a) factors through NG♭(L♭, T ♭)θ/NL♭(T ♭)θ ∼= W (G♭, L♭)(T ♭,θ).

Pulling back (2.31) and (2.32) along W (L♭, T ♭)(F )[x],θ →W (L♭, T ♭)(F )θ gives

1→ T → NL♭(T ♭)[x],θ →W (L♭, T ♭)(F )[x],θ → 1(2.33)

1→ C× → E0,[x]θ →W (L♭, T ♭)(F )[x],θ → 1.(2.34)

In general, E0,[x]θ is not isomorphic to E [x]θ , and the difference can be measured by
yet another extension, i.e. similar to [Kal5, §8.1], we consider

(2.35) 1→ T → (T ♭ ⋊W (L♭, T ♭))x(F )θ →W (L♭, T ♭)(F )[x],θ → 1,

where x determines a form of the algebraic group T ♭⋊W (L♭, T ♭). By pushout along
θ, we produce a central extension

(2.36) 1→ C× → E⋉[x]
θ →W (L♭, T ♭)(F )[x],θ → 1.

Reasoning as in (2.28) and (2.32), the extensions E⋉[x]
θ′ with θ′ ∈ X0(L) ⊗ θ are

naturally identified, and this family of extensions is endowed with a conjugation
action of W (NG♭(L♭), T ♭)(F )[x],X0(L)θ.

Lemma 2.9. (a) The extension (2.27) is the Baer sum of the extensions (2.33) and
(2.35).
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(b) The extension (2.28) is the Baer sum of (2.34) and (2.36), as extensions of

W (NG♭(L♭), T ♭)(F )[x],θ-groups.

Proof. (a) In the proof of [Kal5, Proposition 8.2], setwise splittings of (2.33) and
(2.35) are chosen. A setwise splitting of (2.27) can then be obtained essentially as
the product of these two splittings. It follows that the 2-cocycle classifying (2.27) is
the sum of the 2-cocycles classifying (2.33) and (2.35), which means that (2.27) is
isomorphic to the Baer sum of the other two extensions.

(b) As the difference between the extensions in part (a) and those in part (b)
is given by pushout along θ in all three cases, the isomorphism here is a direct
consequence of part (a). The construction of this Baer sum takes place in the

category of groups with an action of W (NG♭(L♭), T ♭)(F )[x],θ, with the actions given
above of this lemma. □

Lemma 2.9, combined with the next proposition, shows that E [x]θ is isomorphic to

E⋉[x]
θ as W (NG♭(L♭), T ♭)(F )[x],X0(L)θ-groups.

Proposition 2.10. The family of extensions E0θ′, with θ′ ∈ X0(L) ⊗ θ, admits

an NG♭(L♭, T ♭)X0(L)θ-equivariant splitting. In particular, θ ∈ Irr(T ♭) extends to a

W (G♭, L♭)(T ♭,θ)-stable character of NL♭(T ♭)θ.

Proof. First we reduce to the case of finite reductive groups. Let P ♭y ⊂ G♭ be the
parahoric subgroup associated to the special vertex y from Lemma 2.6 (b). Similar
to the extension (2.31), we consider the extension

(2.37) 1→ P ♭y ∩ T ♭ → P ♭y ∩NG♭(L♭, T ♭)θf →W (NG♭(L♭), T ♭)θf → 1.

By Lemma 2.6 (c), pullback of (2.37) along W (L♭, T ♭)θ → W (NG♭(L♭), T ♭)θf , fol-

lowed by pushout along θf : Py ∩ T ♭ → C×, recovers the extension (2.32). Since θf
has depth zero, the pushout of (2.37) along θf can also be obtained from

(2.38) 1→ Tf(kF )→ NG◦
y
(L◦y, Tf)(kF )θf →W (NG◦

y
(L◦y), Tf)(kF )θf → 1.

The image ofW (NG♭(L♭), T ♭)θf inW (G◦y , Tf)(kF ) is contained inW (NG◦
y
(L◦y), Tf)(kF )θf .

If we can establish a W (G◦y , Tf)(kF )-equivariant splitting of (2.38), then we can ex-

tend it W (NG♭(L♭), T ♭)X0(L)θf-equivariantly to the versions of (2.38) for other θf.

Thus it suffices to construct an NG◦
y
(L◦y, Tf)(kF )θf-equivariant setwise splitting of

(2.39) 1→ Tf(kF )→ NL◦
y
(Tf)(kF )θf →W (L◦y, Tf)(kF )θf → 1,

which becomes a group homomorphism in the following pushout along θf:

(2.40) 1→ C× → E0θf →W (L◦y, Tf)(kF )θf → 1.

The existence of such a splitting was shown in [Kal3, Lemma 4.5.6 and Corollary
4.5.7]; it remains to prove its NG◦

y
(L◦y, Tf)(kF )θf-equivariance.

We denote the derived group of G by Gder, and its simply connected cover by
Gsc. For disconnected algebraic groups, we define the derived and simply connected
analogues by first passing to the neutral component of the group. Let Tf,c be the
preimage of Tf in Gy,sc. Then θf can be pulled back to a character θf,c of Tf,c(kF ). The
preimage Ly,c of L◦y in Gy,sc is a Levi subgroup of the latter, so the derived subgroup
of Ly,c is simply connected and we denote it by Ly,sc. We write Tf,sc = Tf,c ∩
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Lf,sc. By pushout along θf,c : Tf,c(kF )→ C× and pullback along W (L◦y, Tf)(kF )θf →
W (Ly,c, Tf,c)(kF )θf,c of the extension

(2.41) 1→ Tf,c(kF )→ NLy,c(Tf,c)(kF )θf,c →W (Ly,c, Tf,c)θf,c → 1,

one can obtain (2.40). The group NG◦
y
(L◦y, Tf)(kF )θf still acts by conjugation on

(2.41), and we need to keep track of equivariance for that action. This may be re-
placed by the conjugation action of NGy,sc(Lf,c, Tf,c)(kF )θf,c , because the latter group
has a larger image in Gy,der(kF ). Therefore we may assume without loss of gen-
erality that G◦y is simply connected. Then (2.38) decomposes as a direct product
of the analogous extensions for the kF -simple factors of G◦y , thus we may assume
without loss of generality that G◦y is in addition kF -simple. By passing to a finite
field extension of kF , we can make G◦y absolutely simple.

From now on, we assume that G◦y is absolutely simple and simply connected.
By Lemma 2.5, W (L◦y, Tf)(kF )θf commutes with NG◦

y
(L◦y, Tf)(kF )θf/Tf(kF ) in the

group W (G◦y , Tf)(kF ). Choose a pinning of G◦y , associated to a maximal torus of
L◦y and stable under the action of Frob used to define G◦y as kF -group. Then the
Levi subgroup L◦y is Frob-stable, and Frob stabilizes the pinning of L◦y obtained by
restriction from G◦y . We can write NG◦

y
(L◦y) = L◦y ⋊ Γ, where Γ is a finite group

of pinning-preserving automorphisms of L◦y. For γ ∈ Γ ⊂ NG◦
y
(L◦y), the element

FrobγFrob−1 preserves the pinning and thus again lies in Γ. In other words, Frob
acts on the subgroup Γ of NG◦

y
(L◦y), and that action coincides with the Frob-action

on NG◦
y
(L◦y)/L◦y ∼= Γ. This implies

NG◦
y
(L◦y)(kF ) = NG◦

y
(L◦y)Frob = (L◦y ⋊ Γ)Frob = L◦,Froby ⋊ ΓFrob = L◦y(kF )⋊ ΓFrob.

Let Ly,i be an almost direct factor of L◦y, coming from one NG◦
y
(L◦y)(kF ) × ⟨Frob⟩-

orbit of simple factors of L◦y. The group L◦y,der = Ly,sc is simply connected, thus is
equal to the direct product of these Ly,i’s. The group L◦y is an almost direct product
of L◦y,der and Z(L◦y)◦. For each i, let Γi be the image of Γ in the automorphism group

of Ly,i. We write L+y,i := Ly,i ⋊ Γi. Similarly, we can define ΓZ ⊂ Aut(ZG◦
y
(L◦y,der)◦)

and write

ZG◦
y
(L◦y,der)+ := ZG◦

y
(L◦y,der)◦ ⋊ ΓZ .

Then there is a natural embedding

(2.42) W (NG◦
y
(L◦y), Tf) ↪→W

(
ZG◦

y
(L◦y,der)+, Z(L◦y)◦

)
×
∏

i
W (L+y,i, Tf,i),

where Tf,i := Tf ∩ Ly,i. We define W (L+y,i, Tf,i)θf as the image of W (NG◦
y
(L◦y), Tf)θf

under (2.42) followed by projection onto the i-th coordinate. This group satisfies

(2.43) W (TfLy,i, Tf)θf ⊂ W (L+y,i, Tf,i)θf ⊂ W (L+y,i, Tf,i)θf,i ,

where θf,i := θf|Tf,i(kF ). In general, both of the above inclusions can be proper. The
upshot of the construction is that Lemma 2.7 still applies. For every i, we can
construct an extension similar to (2.38) as follows:

(2.44) 1→ Tf,i(kF )→ NL+
y,i
(Tf,i)(kF )θf →W (L+y,i, Tf,i)(kF )θf → 1,

where the subscript θf is defined as above and it guarantees the exactness of the
above sequence (2.44). The extension (2.40) can be recovered from the extensions
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(2.44) for all i. Since the action of NG◦
y
(L◦y, Tf)(kF )θf still shows up in (2.40), it

suffices to construct splittings of

(2.45) 1→ Tf,i(kF )→ NLy,i(Tf,i)(kF )θf →W (Ly,i, Tf,i)(kF )θf → 1,

which are invariant for the conjugation action of W (L+y,i, Tf,i)(kF )θf and become
group homomorphisms in the following pushout along θf,i:

(2.46) 1→ C× → E0θf,i →W (Ly,i, Tf,i)(kF )θf → 1.

The existence of such a splitting was shown in [Kal3, Lemma 4.5.6 and Corollary
4.5.7]; it remains to show the invariance. The NL+

y,i
(Tf,i)(kF )θf-invariants in the

pushout of (2.45) are canonically isomorphic to the invariants in the version of
(2.45) for one kF -simple factor of Ly,i except with invariants under a subgroup of
NL+

y,i
(Tf,i)(kF )θf . Therefore we may assume without loss of generality that in (2.45),

Ly,i is kF -simple and simply connected.
Furthermore, Ly,i is the scalar restriction of a simple group L′y,i over a field

extension k′ of kF . We may replace without loss of generality kF by k′ and Ly,i by
L′y,i. Thus we can reduce to the case where Ly,i is absolutely simple and simply
connected. Lemma 2.7 still applies, and shows that

(2.47) W (Ly,i, Tf,i)(kF )θf is central in W (L+y,i, Tf,i)(kF )θf .

SinceW (G◦y , Tf) is a Weyl group containingW (L◦y, Tf), and NG◦
y
(L◦y, Tf)(kF )θf/Tf(kF )

normalizes W (L◦y, Tf), the actions of NL+
y,i
(Tf,i)(kF )θf on (2.45) and (2.46) are con-

structed from:

• conjugation by elements of NLy,i(Tf,i)(kF );
• for each Dynkin diagram automorphism W (Ly,i, Tf,i), at most one coset of
NLy,i(Tf,i)(kF ).

We now check case-by-case.

Case I. NL+
y,i
(Tf,i)(kF )θf acts on Tf,i as conjugation by elements of W (Ly,i, Tf,i).

This holds whenever W (L◦y, Tf) has type A1, Bn, Cn, E7, E8, F4 or G2, because then
the only Dynkin diagram automorphism is the identity. Then the action of
NL+

y,i
(Tf,i)(kF )θf can be viewed as coming from elements of NLy,i(Tf,i)(kF )θf . Hence

any splitting of (2.46), as in [Kal3, §4.5], is NL+
y,i
(Tf,i)(kF )θf-invariant.

Case II. W (Ly,i, Tf,i) has type E6.
If W (Ly,i, Tf,i)(kF )θf is trivial, there is nothing to prove. Otherwise, we have
W (Ly,i, Tf,i)(kF )θf ∼= Z/3Z. However, its image in the automorphism group of the
affine Dynkin diagram ofW (Ly,i, Tf,i) does not commute with the nontrivial diagram
automorphism τ of E6, thus by (2.47), τ does not play a role in the picture. We
conclude as in Case I.

Case III. W (Ly,i, Tf,i) has type An−1 with n > 2.

If Ly,i is an outer form of a split group, then W (Ly,i, Tf,i)Frob becomes a Weyl group
of type Bn−1 or Cn−1. The associated root system does not admit nontrivial diagram
automorphisms, thus we reduce back to case I. Therefore we may assume without
loss of generality that Ly,i is split, and thus it is isomorphic to SLn. By a change
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of coordinates for SLn, we may assume without loss of generality that Tf,i is the
diagonal torus in Ly,i, with Frob-action given by the qF -th power map composed
with conjugation by an elliptic element FA ∈ W (Ly,i, Tf,i). With respect to these
coordinates, this is also how Frob acts on SLn. Since elliptic elements in Sn are
n-cycles, we may assume that FA = (1 2 . . . n). Note that Tf,i splits over the degree
n extension k′ of kF

By (2.18), one can classify the possibilities for θf,i in terms of points of a funda-
mental alcove. The non-singularity of θf and (2.18) force thatW (Ly,i, Tf,i)θf is either
trivial or comes from the barycentre of an alcove, in which case we have

W (Ly,i, Tf,i)θf,i = ⟨(1 2 . . . n)⟩.

More precisely, GL1(k
′) admits an order n character represented by ζn ∈ k′, and

θf,i can be represented by diag(1, ζn, . . . , ζ
−1
n ) ∈ PGLn(k

′). However, W (Ly,i, Tf,i)θf,i
does not commute with the nontrivial diagram automorphism τ of Sn; from their
actions on the affine Dynkin diagram of type An−1, we see that τ acts by inversion.
By (2.47), W (Ly,i, Tf,i)θf can only contain elements of W (Ly,i, Tf,i)θf,i of order ≤ 2.
If W (Ly,i, Tf,i)θf is trivial, then there is nothing to show; thus we may assume that n

is even and that W (Ly,i, Tf,i)θf = ⟨(1 2 . . . n)n/2⟩. The group L
+
y,i := Ly,i⋊Γ is equal

to SLn⋊ ⟨−⊤⟩, where −⊤ denotes the inverse transpose automorphism, because the
nontrivial element of Γ acts by −⊤ composed with conjugation by an element of
SLn (because n is even). One can check that W (L+y,i, Tf,i)θf = ⟨w1, w2⟩ ∼= (Z/2Z)2,
where w1 = (1 2 . . . n)n/2 and w2 = −⊤ ◦ (2n)(3n - 1) · · · (n/2n/2+2). However,
the element w2 does not commute with Frob in W (L+y,i, Tf,i). Hence we have

NL+
y,i
(Tf,i)(kF )θf = NLy,i(Tf,i)(kF )θf .

Case IV. W (Ly,i, Tf,i) has type Dn with n > 4.
Now W (Ly,i, Tf,i)θf,i embeds in Z/4Z (for n odd) or in Z/2Z×Z/2Z (for n even). If
we are not in Case I, the action of NL+

y,i
(Tf,i)θf,i on the Dynkin diagram Dn uses the

nontrivial automorphism ϵn. We realize Ly,i as a spin group on a vector space of
dimension 2n, and Tf,i as the diagonal torus. Then ϵn becomes the reflection in the
n-th coordinate of Tf,i. It only fixes one nontrivial element of X∗(Tf,i)/ZR(Ly,i, Tf,i),
thus W (Ly,i, Tf,i)θf,i has order two.

Again by (2.18), we have a classification of the possible θf,i via points in a fun-
damental alcove. Via conjugation, we can reduce to the following situation: the
character θf,i of Tf,i(kF ) has trivial restriction to the first coordinate and quadratic
restriction to the n-th coordinate, while the restrictions to the other coordinates (as
well as their inverses) differ and have higher order. Then W (L+y,i, Tf,i)θf,i = ⟨ϵ1, ϵn⟩
and W (Ly,i, Tf,i)θf,i = ⟨ϵ1ϵn⟩. Recall that (2.45) has a splitting, say it sends ϵ1ϵn
to s1sn with s1, sn ∈ Ly,i(kF ) representing reflections in these coordinates and
s21 = s−2

n ∈ Z(Ly,i)(kF ). Then ϵn acts as conjugation by sn on L◦y, and fixes s1sn.

Case V. W (Ly,i, Tf,i) has type D4.
In the automorphism group of the affine Dynkin diagram of D4, the order-three
automorphisms of D4 do not commute with (the image of) any nontrivial element
of W (Ly,i, Tf,i)θf,i ⊂ Z/2Z× Z/2Z. If the action of NL+

y,i
(Tf,i)(kF )θf,i on the Dynkin

diagram D4 includes such exceptional automorphism, then W (L◦y, Tf)θf is trivial
and there is nothing to show. Otherwise either we are in Case I, or the action of
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NL+
y,i
(Tf,i)(kF )θf,i uses exactly one nontrivial diagram automorphism ψ, of order

two. But ψ is conjugate to the standard Dynkin diagram automorphism ϵn by an-
other diagram automorphism τ of D4. Conjugating everything by this τ brings us
back to Case IV, which works just as well for n = 4 with these simplifications. □

3. Supercuspidal L-parameters of depth zero

3.1. Preliminaries.
Let G∨ = G∨(C) be the complex dual group of G, endowed with an action of the

Weil group WF ⊂ Gal(Fs/F ) that stabilizes a pinning. The Langlands dual group
of G is LG = LG := G∨ ⋊WF . Consider Langlands parameters

φ : WF × SL2(C)→ LG = G∨ ⋊WF ,

such that φ|SL2(C) : SL2(C)→ G∨ is an algebraic homomorphism, φ|WF
is a contin-

uous homomorphism preserving the projections onto WF , and φ(WF ) consists of
semisimple elements. Let PF ⊂ IF ⊂WF be the wild inertia and inertia subgroups
of WF . Let FrobF be a geometric Frobenius element of WF . A Langlands param-
eter has depth zero if φ(w) = w for all w ∈ PF . For any w ∈WF and x ∈ SL2(C),
we write φ(w, x) = φ(x)φ0(w)w, where φ0 : WF → G∨ is a 1-cocycle. Since PF is
normal in WF , we have

wpw−1 = φ(wpw−1) = φ(w)φ(p)φ(w)−1 = φ0(w)wpw
−1φ0(w)

−1

for any depth-zero L-parameter φ. Since wpw−1 runs through all of PF , we have
φ0(w) ∈ ZG∨(PF ) for all w ∈WF . Since φ(SL2(C)) commutes with φ(PF ) = PF ,
it lies in ZG∨(PF ) as well. Therefore, any depth-zero Langlands parameter φ gives
rise to a 1-cocycle. φ0 : WF /PF × SL2(C)→ ZG∨(PF ).

We abbreviate M∨ := ZG∨(PF ). This group is reductive (because PF acts on
G∨ via a finite quotient) but not necessarily connected. Although L-parameters are
usually considered up to G∨-conjugacy, our depth-zero condition is not preserved
under G∨-conjugation, therefore we need to make some adjustments. We denote
the set of M∨-conjugacy classes of depth-zero L-parameters for G by Φ0(G), which
injects into the set φ(G) of G∨-conjugacy classes of L-parameters for G.

Consider G as a rigid inner twist of its quasi-split inner form G♭, with respect to
a chosen finite subgroup Z ⊂ Z(G) as in [Kal1, Dil]. More precisely, this means that
G is equipped with more information, which can be packaged into a character ζG
of a certain group π0(Z(Ḡ

∨)+). Here Ḡ := G/Z has complex dual group Ḡ∨, and
Z(Ḡ∨)+ is the preimage of Z(G∨)WF in Z(Ḡ∨). The group Ḡ∨ is a central extension
of G∨, which gives rise to a conjugation action on G∨ ⋊WF . Its associated version
of the centralizer of φ is

S+
φ := ZḠ∨

(
φ(WF × SL2(C))

)
= preimage of ZG∨(φ) in Ḡ∨.

An enhancement of φ is an irreducible representation ρ of π0(S
+
φ ), and it is called G-

relevant if ρ|Z(Ḡ∨)+ is ζG-isotypic. The group Ḡ
∨ acts naturally on the set of enhanced

L-parameters for G, and this action factors through G∨. The groupM∨ := ZG∨(PF )
does the same if we restrict to depth-zero enhanced L-parameters. Let Φ0

e(G) be the
set of M∨-orbits of G-relevant enhanced depth-zero L-parameters. It is a subset of
the set Φe(G) of G

∨-orbits of G-relevant enhanced L-parameters.
A Langlands parameter φ is called supercuspidal if it is discrete and trivial on

SL2(C). It is expected that this condition should be equivalent to the L-packet Πφ
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consisting entirely of supercuspidal representations (of various inner twists of G).
This expectation is a special case of [AMS1, Conjecture 7.8].

Lemma 3.1. Every supercuspidal depth-zero L-parameter for G gives rise to the
following objects, which are canonical up to M∨-conjugacy:

• an L-group LT with an embedding Lj : LT → LG, such that Lj(T∨) is a
maximal torus of G∨ and Lj(PF ) equals PF ⊂ LG;
• an F -torus T and a non-singular depth-zero character θ of T , such that
T /Z(G) is elliptic and φ is equal to the composition of Lj with the L-
parameter of θ.

Proof. Consider a depth-zero supercuspidal L-parameter φ for G. By [Kal3, Lemma
4.1.3.2], ZG∨(φ(IF ))

◦ is a torus. (The torally wild assumption in [Kal3] is not needed
in the proof.) Note that ZG∨(φ(IF )) ⊂ M∨ because φ(PF ) = PF . By the proof of
[Kal2, Lemma 5.2.2.2], we have that T∨

M := ZM∨,◦
(
ZG∨(φ(IF ))

◦) is a maximal torus
of M∨, normalized by φ(WF ) and contained in a Borel subgroup of M∨ normalized
by φ(IF ). Upon conjugating φ by a suitable element ofM∨, we may assume without
loss of generality that T∨

M is contained in a WF -stable Borel subgroup of M∨, s.t.

(3.1) φ(WF ) ⊂ NM∨(T∨
M )⋊WF .

Now, Ad(φ) gives an action ofWF /PF on T∨
M , and the F -torus TM dual to T∨

M (with

this WF -action) is tamely ramified. Since φ is discrete, ZT∨
M
(φ(WF ))/Z(G

∨)WF is

finite and TM/Z(G) is elliptic. By [Kal3, Remark 4.1.5], there exist canonical tamely
ramified χ-data for R(M∨, T∨

M ). As in [LaSh] and [Kal4, §6.1], these χ-data yield
an embedding LTM/PF ↪→M∨ ⋊WF /PF , whose M

∨-conjugacy class is canonical.
It inflates to an L-embedding

(3.2) LjM : LTM ↪→M∨ ⋊WF ⊂ LG,

such that LjM (WF ) stabilizes a pinning of M∨. By [Kal3, Lemma 4.1.11], we may
assume that

(3.3) LjM (1, x) = (1, x) for all x ∈ IF .

For any embedding jM : TM → G whose dual L-homomorphism is (G∨-conjugate
to) LjM , we have

(3.4) jM (TM ) is a maximal tamely ramified torus of G.

In particular, ZG(jM (TM )) is a maximal F -torus of G. Hence T∨ := ZG∨(T∨
M ) is a

maximal torus of G∨, and it is stable under Ad(LjM (LTM ))-action because T∨
M is.

We denote LjM with target LG by Lj. Then
LT := T∨ ⋊ Lj(WF )

is the L-group of an F -torus T . Since φ is discrete, ZT∨(φ(WF ))/Z(G
∨)WF is finite

and T /Z(G) is elliptic.
Note that Lj(WF ) normalizes a Borel subgroup of G∨, i.e. the group generated

by T∨ = ZG∨(T∨
M ) and the root subgroups Uα∨ for α∨ ∈ R(G∨, T∨) such that α∨|T∨

M

is positive with respect to the LjM (WF )-stable Borel subgroup of M∨ from (3.1).
The same arguments as for LjM ensure that Lj(WF ) stabilizes a pinning of G∨.

By construction, φ factors as LjM ◦φTM , where φTM : WF → LTM . Via the LLC
for tori [Lan2, Yu], φTM yields a character θTM of TM . The LLC for tori preserves
depth zero [SoXu, Proposition 1.3], so θTM has depth zero. We can also write that
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φ factors as Lj ◦φT , where φT ∈ Φ0(T ). Then φT determines a depth-zero character
θ of T that extends θTM . Since ZG∨(φ(IF ))

◦ is a torus, by [Kal3, Lemma 4.1.10],
θTM is F -nonsingular. By (3.4), this implies that θ is F -nonsingular as well. More
precisely, for any embedding j : T → G associated to Lj, we see that θ determines
a non-singular depth-zero character j∗θ of j(T ). □

Note that from the data (T, Lj, θ) in Lemma 3.1, we can recover φ = Lj ◦ φT .
The following result was established in arbitrary depth by Kaletha, we formulate it
explicitly here because in depth zero fewer assumptions are necessary.

Lemma 3.2. There is a canonical bijection between the supercuspidal part of Φ0(G)
and M∨-conjugacy classes of data (T, Lj, θ) as in Lemma 3.1.

Proof. The argument for bijectivity is given in [Kal1, Proposition 5.2.7] and [Kal3,
Proposition 4.1.8]. With Lemma 3.1 at hand can apply these proofs in the special
case of depth-zero L-parameters, then the tame ramification assumption on T and
G in [Kal1, Kal3] is not needed. □

3.2. Extensions related to enhancements of L-parameters.
We now fix a Levi subgroup L of G and consider depth-zero supercuspidal L-

parameters for L. To view L as a rigid inner twist of its quasi-split inner form, we use
the same Z as for G. In this setup, we obtain the set of supercuspidal parameters in
Φ0
e(L), which carries a natural action of a group analogous to W (G,L) = NG(L)/L,

i.e. by [ABPS, Proposition 3.1], there is a canonical isomorphism

(3.5) NG(L)/L ∼= NG∨(L∨ ⋊WF )/L
∨.

We writeW (G∨, L∨) := NG∨(L∨)/L∨. It is easy to see there is a natural isomorphism

(3.6) NG∨(L∨ ⋊WF )/L
∨ ∼=W (G∨, L∨)WF .

The subgroup W (M∨, L∨)WF = NM∨(L∨ ⋊ WF )/(M
∨ ∩ L∨) acts by conjugation

on Φ0(L). This action extends to Φ0
e(L) in the following way. Let (φ, ρ) represent an

element of Φ0
e(L), and let m ∈M∨ represent an element of W (M∨, L∨)WF . Then

(3.7) m · (φ, ρ) =
(
mφm−1, ρ ◦Ad(m)−1

)
.

If we allow arbitrary (enhanced) Langlands parameters for L, then the entire group
W (G∨, L∨)WF acts in this way. Denote the stabilizer of φ ∈ Φ0(L) inW (G∨, L∨)WF ,
or equivalently inW (M∨, L∨)WF , byW (G∨, L∨)WF

φ . It acts naturally on Irr(π0(S
+
φ ))

and we have

(3.8) W (G∨, L∨)WF
φ
∼=

(
NG∨(L∨ ⋊WF ) ∩ ZG∨(φ)

)/
ZL∨(φ).

We write

W (NG∨(L∨), T∨)WF =
(
NG∨(L∨, T∨)/T∨)WF ∼= NG∨(L∨, T∨ ⋊WF )/T

∨.

Since LT is determined by φ and is contained in LL, (3.8) is equal to

(3.9)
(
NG∨(L∨, LT ) ∩ ZG∨(φ)

)/
ZL∨(φ) ∼=W (NG∨(L∨), T∨)WF

φT
/W (L∨, T∨)WF

φT
.

Here WF acts via Lj, and the group W (L∨, T∨)WF acts naturally on Φ0(T ). By
the functoriality of the LLC for tori [Yu], this action satisfies

(3.10) W (L∨, T∨)WF
φT
∼=W (L, T )(F )θ.
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By [Kal3, Lemma 3.2.1], the group W (L∨, T∨)WF
φT

is abelian. Hence the conjugation

action of W (NG∨(L∨), T∨)WF
φT

on W (L∨, T∨)WF
φT

descends via (3.9) to an action of

W (G∨, L∨)WF
φ .

Lemma 3.3. The subgroup W (L∨, T∨)WF
φT

of W (NG∨(L∨), T∨)WF
φT

is central.

Proof. Via (3.10) and the similar isomorphism

(3.11) W (NG∨(L∨), T∨)WF
φT
∼=W (NG(L), T )(F )θ,

the desired statement is equivalent to Lemma 2.5. □

Write L := L/Z and T := T /Z. Let T∨,+
= Z

T
∨(φT ) be the preimage of T∨,WF

in T
∨
. By [Kal3, Corollary 4.3.4] and (3.10), there is a functorial exact sequence

(3.12) 1→ T
∨,+ → S+

φ →W (L∨, T∨)WF
φT
→ 1.

We note that the group NG∨(L∨ ⋊WF , T
∨) ∩ ZG∨(φ) from (3.9) acts naturally on

(3.12). Moreover, (3.12) implies that T
∨,+

is an abelian normal subgroup of S+
φ , such

thatW (L∨, T∨)WF
φT

acts naturally on Irr(T
∨,+

). For η ∈ Irr
(
π0(T

∨,+
)
)
, let Irr(S+

φ , η)

be the set of irreducible representations ρ of S+
φ whose restriction to T

∨,+
contains

η. In fact, any such ρ contains the entire W (L∨, T∨)WF
φT

-orbit [η] of η. By (3.9),

W (G∨, L∨)WF
φ acts naturally on the set of W (L∨, T∨)WF

φT
-orbits in Irr

(
π0(T

∨,+
)
)
.

In particular, the stabilizerW (G∨, L∨)WF

φ,[η] of [η] is well-defined. Similar to (3.8) and

(3.9), set

(3.13)
W (G∨, L∨)WF

φ,η :=
(
NG∨(L∨, LT )η ∩ ZG∨(φ)

)
/ZL∨(φ)η,

W (NG∨(L∨), T∨)WF
φT ,η

:=
(
NG∨(L∨, LT )η ∩ ZG∨(φ)

)
/T∨,WF .

The group W (G∨, L∨)WF
φ,η embeds naturally in W (G∨, L∨)WF

φ , which gives an iso-

morphism W (G∨, L∨)WF
φ,η
∼=W (G∨, L∨)WF

φ,[η].

Similar to X0(L), we consider

(3.14) X0(L∨) :=

{
ψ ∈ H1(WF , Z(L

∨)) : ψ has depth zero in H1(WF , T
∨)

for every maximal torus T ⊂ L

}
.

The groups X0(L∨) and H1(WF , Z(L
∨)) act naturally on Φ(L) as

(3.15) (z ·φ)(γ,A) = z(γ)φ(γ,A) for φ ∈ Φ(L), z ∈ X0(L∨), γ ∈WF , A ∈ SL2(C).

This action (3.15) stabilizes Φ0(L) and we have S+
zφ = S+

φ . Moreover, it extends to

an action on Φe(L) and on Φ0
e(L) that acts trivially on enhancements. The group

(3.16) Ñφ := NG∨(L∨, LT ) ∩ StabG∨(X0(L∨)φ)

acts naturally on all terms of (3.12). Restricting (3.12) to the stabilizers of η gives

the following extension of Ñφ,η-groups

(3.17) 1→ T
∨,+ → (S+

φ )η →W (L∨, T∨)WF
φT ,η
→ 1.

Pushout of (3.17) along η gives a central extension

(3.18) 1→ C× → EφT
η →W (L∨, T∨)WF

φT ,η
→ 1,
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where the Ñφ,η-action from (3.17) factors via

(3.19) W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
:= Ñφ,η/T

∨,WF .

The significance of (3.18) is that Irr(EφT
η , id) is naturally in bijection with Irr(S+

φ , η),
which will parametrize a part of an L-packet (in Proposition 4.5). Next we express
(3.17) and (3.18) as Baer sums of simpler extensions. Firstly, consider the following
split extension

(3.20) 1→ T∨ → T∨ ⋊W (L∨, T∨)WF
η →W (L∨, T∨)WF

η → 1.

Restricting to φT (WF )-invariants and then taking preimages in T
∨⋊W (L∨, T∨)WF

η

gives a central extension

(3.21) 1→ T
∨,+ →

(
T
∨ ⋊W (L∨, T∨)WF

η

)φT (WF ) →W (L∨, T∨)WF
η,φT
→ 1,

whose push out along η gives us an extension

(3.22) 1→ C× → E⋊φT
η →W (L∨, T∨)WF

η,φT
→ 1.

For any z ∈ X0(L∨), the groups φT (WF ) and zφT (WF ) centralize the same elements

of L∨. Hence Ñφ,η acts on (3.21) via its quotient W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
, and

that descends to an action on (3.22).
Secondly, consider the extension

(3.23) 1→ T∨ → NL∨(T∨)→W (L∨, T∨)→ 1,

endowed with the WF -action from Lj : WF → LL. By [Kal3, Lemma 4.5.3], it
remains exact upon taking WF -invariants. (For use in Appendix B we remark that
this still works if we replace NL∨(T∨) by NG∨(L∨, T∨) in (3.23), by the same

argument.) Next taking preimages in G
∨

and pullback along W (L∨, T∨)WF
φT

→
W (L∨, T∨)WF give

(3.24) 1→ T
∨,+ → N

L
∨(T

∨
)+φT
→W (L∨, T∨)WF

φT
→ 1.

Then we pull back along W (L∨, T∨)WF
η,φT
→W (L∨, T∨)WF

φT
to obtain the extension

(3.25) 1→ T
∨,+ → (N

L
∨(T

∨
)+)φT ,η →W (L∨, T∨)WF

η,φT
→ 1.

Pushout along η gives a central extension

(3.26) 1→ C× → E0,φT
η →W (L∨, T∨)WF

η,φT
→ 1.

Again the group Ñφ,η from (3.16) acts naturally on (3.23)–(3.26), which induces an

action of W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
on (3.26).

Lemma 3.4. (a) The extension (3.17) is isomorphic to the Baer sum of (3.21) and

(3.25), as extensions of Ñφ,η-groups.
(b) The extension (3.18) is isomorphic to the Baer sum of (3.22) and (3.26), as

extensions of W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
-groups.

Proof. (a) The following is shown in the proof of [Kal5, Proposition 8.2]. One
has setwise splittings of (3.21) and (3.25), from which one constructs 2-cocycles in

Z2(W (L∨, T∨)WF
η,ϕT

) that classify these two extensions. Then the product of these
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2-cocycles classifies the extension (3.17). Translating back from 2-cocycles to exten-
sions establishes the desired isomorphism. To these arguments we only have to add
that they all take place in the category of Ñφ,η-groups.

(b) This is a direct consequence of part (a) and the earlier observations that, upon

pushout along η, the Ñφ,η-actions on the said extensions factor through (3.19). □

We shall also need the following technical result similar to Proposition 2.10. Al-

though all the extensions E0,φ
′
T

η with φ′
T ∈ X0(L∨)φT are naturally isomorphic, we

need to distinguish them for this purpose.

Proposition 3.5. The family of extensions E0,φ
′
T

η with φ′
T ∈ X0(L∨)φT admits a

W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
-equivariant splitting.

Proof. It suffices to show that (3.26) admits a W (NG∨(L∨), T∨)WF
η,φT

-equivariant
splitting, for then the other required splittings are obtained by conjugating with

elements of W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
. By Lemma 2.6 (c), we have

(3.27) W (G∨, T∨)WF ∼=W (G, T )(F ) ∼=W (G◦y , Tf)(kF ).

Since the group G◦y and its maximal torus Tf split over an unramified extension

of F , (3.27) shows that we can realize W (G∨, T∨)WF in W (G∨,IF ,◦, T∨,IF ,◦)WF .
(Recall from (3.3) that IF acts in the same way on T∨ and on G∨.) Furthermore,
as in the proof of Proposition 2.10, we may replace θ by its restriction θf to Tf(oF ),
which factors via Tf(kF ). This makes the stabilizer of θ bigger but preserves the
non-singularity. On the dual side, it means that we may replace φ by φ|IF , which
has image in T∨,IF ,◦×IF . If ıF ∈ IF is a topological generator of IF /PF , then φ(ıF ),
i.e. the semisimple parameter of θf, and φ(IF ) have the same centralizer in G∨,IF ,◦.
These replacements for G∨, T∨ and φ tell us that it suffices to prove the proposition
assuming IF acts trivially on G∨, and with the centralizer of φ(ıF ) ∈ T∨ instead of
the centralizer of φ.

Let Tsc be the preimage of T in Lsc. The element

η ∈ Irr
(
π0(T

∨,+
)
) ∼= H1(E ,Z → T )

can be constructed as an invariant of (j, j0) as in [Kal3, §4.4]. Since the embeddings
j, j0 : T → L lift to Tsc → Lsc, the element η lifts to

ηsc ∈ H1(F, Tsc) ∼= Irr
(
π0(T

∨,WF
sc )

)
.

This means that

(3.28) η : π0(T
∨,+

)→ C× factors through ηsc : π0(T
∨,WF
sc )→ C×.

As in [Kal3, Corollary 4.5.5], (3.26) can be obtained from

(3.29) 1→ T∨,WF
sc → NL∨

sc
(T∨

sc)
WF
φT
→W (L∨

sc, T
∨
sc)

WF
φT
→ 1

via pullback along W (L∨, T∨)WF
φT ,η

→ W (L∨
sc, T

∨
sc)

WF
φT

and pushout along ηsc. Since

Lsc
∨ = L∨

ad = L∨/Z(L∨), we may replace all relevant subgroups of NG∨(L∨) by

their image in NG∨(L∨)/Z(L∨). Then it suffices to find an Ñφ-equivariant setwise
splitting of (3.29), which becomes a group homomorphism upon pushout along ηsc.
The existence of such a splitting was shown in [Kal3, Lemma 4.5.4]; it remains to
show NG∨(L∨, LT )φ-equivariance.
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As an intermediate step in this reduction process, we can divide out Z(G∨), such
that G∨ is of adjoint type. Then G∨ is a direct product of simple groups, permuted
by WF , and the extension (3.25) decomposes accordingly. Therefore we may (and
will) assume the G∨ is simple and of adjoint type.

Let L∨
i be a direct factor of L∨

sc, which is the product of all simple factors of L∨
sc

in one Ñφ ⋊WF -orbit, and write T∨
i := T∨

sc ∩ L∨
i . Then the decomposition

(3.30) W (L∨
sc, T

∨
sc) =

∏
i
W (L∨

i , T
∨
i )

is preserved byNG∨(L∨, LT )φ⋊WF . LetW (L∨
i , T

∨
i )φT be the image ofW (L∨

sc, T
∨
sc)φT

in W (L∨
i , T

∨
i ) via projection onto the i-th coordinate in (3.30). Similar to (2.43),

there are inclusions

W (Tsc
∨L∨

i , Tsc
∨)φT ⊂ W (L∨

i , T
∨
i )φT ⊂ W (L∨

i , T
∨
i )Z(Lsc

∨)φT
.

The extension (3.29) embeds in a direct product of analogous extensions

(3.31) 1→ (T∨
i )

WF → NL∨
i
(T∨
i )

WF
φT
→W (L∨

i , T
∨
i )

WF
φT
→ 1

for the various i. Hence it suffices to consider one such extension. The NG∨(L∨, LT )φ-
invariants in the pushout of (3.31) along ηsc are canonically isomorphic to the in-
variants in the analogue for one F -simple factor of L except for invariants with
respect to a subgroup of Ñφ. Therefore, it suffices to prove the proposition when L
is F -simple and simply connected.

Now L∨ is a direct product of simple factors, and WF permutes these factors
transitively. We may replace L∨ by one of its simple factors and WF by the stabilizer
of that simple factor, because this replacement preserves the group ofWF -invariants.
Hence we may assume without loss of generality that L∨ is simple and adjoint.
Recall that by the simplifications at the start of the proof we are in a setting where
G∨ ⋊ ⟨FrobF ⟩ is dual to a connected finite reductive group.

By the proof of [Kal3, Lemma 4.5.4], we know that W (L∨, T∨)WF
φT

is cyclic or

isomorphic to the Klein four group, and by Lemma 3.3 we know that W (L∨, T∨)WF
φT

commutes with NG∨(L∨, LT )φ in W (G∨, T∨)WF .
Since W (G∨, T∨) is a Weyl group containing the Weyl group W (L∨, T∨) and

NG∨(L∨, LT )φ normalizes W (L∨, T∨), the action of NG∨(L∨, LT )φ on (3.26) comes
from conjugation by elements of W (L∨, T∨) and Dynkin diagram automorphisms
of W (L∨, T∨). Thus we can conclude with a case-by-case check. This is entirely
analogous to the cases I–V in the proof of Proposition 2.10. □

4. An LLC for non-singular depth-zero supercuspidal representations

In this section, we first recall the LLC for depth-zero supercuspidal L-parameters
from [DeRe, Kal3]; then we prove further functorial properties of this LLC.

Consider a supercuspidal L-parameter φ ∈ Φ0(L), and factor it as Lj ◦ φT as in

Lemma 3.1. Fix a Whittaker datum for the quasi-split inner twist L♭ of L, which
by [Kal3, Lemma 4.2.1] determines an embedding j0 : T → L♭. We also fix η ∈
Irr

(
π0(T̄

∨,+)
)
. Recall the natural isomorphism

(4.1) Irr
(
π0(T̄

∨,+)
) ∼= H1(E ,Z → T )

from [Dil, Corollary 7.11]. As in [Kal3, §4.2], these data determine a rigid inner twist
L′ of L and an embedding j : T → L′ of F -groups, such that the invariant (j, j0)
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equals η. Then j(T ) is a maximal torus of L′ and j(T )/Z(L′) is elliptic. By Lemma
3.1, φT corresponds to a character θ of T , which can also be viewed as a character
of j(T ).

The torus j(T ) determines a unique vertex in the Bruhat–Tits building B(L′ad, F ),
as follows. By (3.4), j(T ) contains a unique maximal tamely ramified torus j(TM )
of L′. Let E denote a finite tamely ramified extension of F inside Fs such that
TM splits. Then j(TM (E)) is a maximal E-split torus in L′(E), so it determines an

apartment Aj(T (E)) = ATM (E) of B(L′ad, E). Since T is F -elliptic, AGal(E/F )
TM (E) consists

of just one point. By [Kal2, Lemma 3.4.3], it is also a vertex of B(L′ad, F ). In other
words, we can associate the same vertex of B(L′ad, F ) to j(T ) as to j(TM ).

This vertex gives a unique minimal facet f in B(L′, F ), stabilized by j(T ). In
particular, j(T ) ⊂ L′

f, and moreover j(T ) gives rise to a subgroup scheme of L′f. In
fact, j(T ) and j(TM ) determine the same subgroup scheme of L′f(kF ), because TM
contains the maximal unramified subtorus of T . Therefore the discussions from
[Kal3, §3] about maximal tamely ramified tori and their images in L′f apply to TM
and carry over to T . We define, in the notation from (2.5),

(4.2) Πφ,η := Π(L′, j(T ), θ) ⊂ Irr(L′).

We emphasize that, given φ, η and a Whittaker datum for L♭, the construction of the
Deligne–Lusztig packet Πφ,η is natural, and in particular independent of the choice
of φ in its equivalence class. Let η run through H1(E ,Z → T )/W (L, T )(F )θ. Then j
runs through all W (L, T )(F )θ-equivalence classes of embeddings T → L. We define
the compound L-packet of φ as Πφ :=

⊔
η Πφ,η. Compared to Πϕ,η the dependence

on η and j0 has disappeared, so Πφ depends naturally on φ ∈ Φ0(L). It is a set of
irreducible representations of various rigid inner twists L′ of L, i.e.

Πφ =
⊔

L′
Πφ(L

′), where Πφ(L
′) = Πφ ∩ Irr(L′).

Recall that the local Langlands correspondence for tori from [Yu] matches unitary
characters with bounded L-parameters. Together with Lemma 2.1, this implies that

(4.3) if φ is bounded, then Πφ consists entirely of tempered representations.

Conversely, if φ is not bounded, then θ is not unitary, and thus by Lemma 2.1, Πφ
does not contain any tempered representation.

To make the naturality of Πφ more concrete, consider an F -automorphism γ of
L. Let Lγ := γ∨⋊ idWF

be an associated L-automorphism of LL (which means that
the actions of γ and γ∨ on the absolute root datum of L are dual).

Lemma 4.1. The assignments φ 7→ Πφ and (φ, η) 7→ Πφ,η intertwine the action of
Lγ with the action of γ, i.e. we have γ ·Πφ = ΠLγ◦φ and γ ·Πφ,η = ΠLγ◦φ,Lγ·η.

Proof. The set of rigid inner twists of L is parametrized by

Irr
(
π0(Z(L̄

∨)+)
) ∼= H1(E ,Z → L).

This natural isomorphism intertwines the actions of Lγ and γ, thus the parametriza-
tion of rigid inner twists is also equivariant under these actions. It is clear from
definition (2.5) that

(4.4) γ ·Πφ,η = γ ·Π(L′, j(T ), θ) = Π(γ(L′), γj(T ), γ · θ).
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The LLC for tori is functorial [Yu], so intertwines the actions of γ and Lγ. Hence
the L-parameter of (γj(T ), γ · θ) is Lγ ◦ jL ◦ φT = Lγ ◦ φ, and the right-hand side
of (4.4) equals ΠLγ◦φ,Lγ·η. Now we combine (4.4) for all possible j : T → L, or
equivalently for all η ∈ H1(E ,Z → T ), and obtain the desired γ ·Πφ = ΠLγ◦φ. □

Recall that Langlands [Lan2] defined a natural homomorphism

(4.5) H1(WF , Z(G
∨))→ Hom(G/Gsc,C×) : ψ 7→ χψ.

In [SoXu, Theorem 3.1], we showed that (4.5) is an isomorphism of topological
groups. In (4.5), the left hand side acts naturally on Φe(G) by (3.15), while the
right hand side acts naturally on Rep(G) by tensoring. In general, it is expected
that a local Langlands correspondence is equivariant with respect to these actions
of the groups in (4.5). By [SoXu, Lemma 3.2], (4.5) restricts to an isomorphism

(4.6) X0(G∨)
∼−→ X0(G).

As we noted before, it is clear from the definitions that the actions of X0(G∨) and
X0(G) stabilize the depth-zero parts of Φe(G) and Rep(G). Similar to Lemma 4.1,
it follows immediately from (2.13) that

(4.7) Πψ·φ,η = χψ ⊗Πφ,η := {χψ ⊗ π : π ∈ Πφ,η} ψ ∈ X0(G∨).

We now analyze the parametrization of Πφ in more detail. For reasons that will
become clear in later paragraphs, we assume that L is an F -Levi subgroup of a larger
reductive F -group G. For the sake of compatibility, we require that the component
groups for Φ(G) and Φ(L) are constructed with respect to the same finite central
subgroup Z ⊂ Z(G). This implies that our rigid inner twists of G and of L are
parametrized by Irr(Z(Ḡ∨)+) and Irr(Z(L̄∨)+), respectively. By [Art1, Lemma 1.1],

Z(L∨)WF = Z(G∨)WFZ(L∨)WF ,◦.

Via the coverings of complex reductive groups dual to G → G/Z and L → L/Z, this
becomes Z(L̄∨)+ = Z(Ḡ∨)+Z(L̄∨)+,◦. This gives a short exact sequence

(4.8) 1→
(
Z(Ḡ∨)+ ∩ Z(L̄∨)+,◦

)
/Z(Ḡ∨)+ → π0(Z(Ḡ

∨)+)→ π0(Z(L̄
∨)+)→ 1.

A similar argument as [KMSW, Lemma 0.4.9] and [AMS1, Lemma 6.6] shows:

Lemma 4.2. (a) The character ζG of Irr(Z(Ḡ∨)+) is equal to the pullback of ζL ∈
Irr(Z(L̄∨)+) along (4.8).

(b) An F -Levi subgroup L of G is relevant for a rigid inner twist G′ of G if and only
if ker(ζG′) contains

(
Z(Ḡ∨)+ ∩ Z(L̄∨)+,◦

)
/Z(Ḡ∨)+.

Recall that the group W (G,L) = NG(L)/L acts naturally on Irr(L), stabilizing
the subset of non-singular depth-zero supercuspidal representations of L. In (3.7),
we specified how

W (G,L) ∼= NG∨(L∨ ⋊WF )/L
∨ =W (G∨, L∨)WF

acts naturally on Φ0
e(L). By Lemma 4.2, W (G∨, L∨)WF fixes the characters ζG and

ζL. Recall from (2.7) and Proposition 2.2 that there is a W (G,L)(jT,θ)-equivariant
bijection

(4.9) Irr(NL(jT )θ, θ)→ Π(L, T, θ).

Furthermore, by (2.27)–(2.28), we obtain a canonical bijection

(4.10) Irr(NG′(jT )θ, θ)←→ Irr(E [x]θ , id).
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On the other hand, the enhanced L-parameters for Πφ,η are given by φ enhanced
with elements of Irr(S+

φ , η). By Clifford theory, the canonical map

(4.11) ind
S+
φ

(S+
φ )η

: Irr((S+
φ )η, η)→ Irr(S+

φ , η)

is bijective. By (3.17)–(3.18), we obtained a natural bijection

(4.12) Irr
(
(S+
φ )η, η

)
←→ Irr(EφT

η , id).

Thus a desired internal parametrization of Πφ by Irr(S+
φ ) should include a compar-

ison between E [x]θ and EφT
η . Now, consider the extensions from (2.28), (2.34), (2.36),

(3.18), (3.22) and (3.26):
(4.13)

C× ↪→ E0,[x]θ ↠ W (L♭, T ♭)(F )[x],θ C× ↪→ E0,φT
η ↠ W (L∨, T∨)WF

η,φT

C× ↪→ E [x]θ ↠ W (L♭, T ♭)(F )[x],θ C× ↪→ EφT
η ↠ W (L∨, T∨)WF

η,φT

C× ↪→ E⋊[x]
θ ↠ W (L♭, T ♭)(F )[x],θ C× ↪→ E⋊φT

η ↠ W (L∨, T∨)WF
η,φT

Recall from Lemmas 3.4 and 2.9 that the extensions in the middle rows of (4.13) are
the Baer sums of those above and below them. By (3.5) and (3.6), there is a natural

isomorphism W (L♭, T ♭)(F ) ∼=W (L∨, T∨)WF , which restricts to an isomorphism

(4.14) W (L♭, T ♭)(F )[x],θ ∼=W (L∨, T∨)WF
η,φT

.

From the left-hand side of (4.13) we obtain three families of extensions, by letting
θ vary over X0(L)θ′ for some θ′. We showed in §2 that the group

W (NG♭(L♭), T ♭)(F )[x],X0(L)θ
∼=W (NG(L), jT )X0(L)θ

acts naturally on these three families of extensions on the left-hand side of (4.13).
On the other hand, from the right-hand side of (4.13) we obtain three families
of extensions, by letting φT run over X0(L∨)φ′

T for some φ′
T . We showed in §3

that W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
acts canonically on these three families extensions

on the right-hand side of (4.13). From (3.8), (4.14) and the natural isomorphism
X0(L) ∼= X0(L∨) from (4.6), we obtain a natural isomorphism

(4.15) W (NG♭(L♭), T ♭)(F )[x],X0(L)θ
∼=W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
.

Thus it makes sense to say that (4.15) acts canonically on all extensions in (4.13).

Recall that we constructed E0,[x]θ in (2.34), and E0,φT
η in (3.26).

Lemma 4.3. There exists a W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
-equivariant family of group

isomorphisms

(4.16) ζ0 : E0,[x]χ⊗θ
∼−→ E0,χφT

η χ ∈ X0(L) ∼= X0(L∨)

Proof. By canonicity of (4.15), this follows from Propositions 2.10 and 3.5. □

By [Kal5, Proposition 8.1], there exists a canonical isomorphism of extensions

(4.17)

1 C× E⋊[x]
θ W (L♭, T ♭)(F )[x],θ 1

1 C× E⋊φT
η W (L∨, T∨)WF

η,φT
1

ζ⋊ ∼=
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Canonicity ensures that it is equivariant for the natural actions of (4.15). Combined
with the Baer sum expressions for the extensions in (4.13), we have the following.

Lemma 4.4. Every choice of a ζ0 in (4.16) gives rise to a family of isomorphisms

B(ζ0, ζ⋊) : E [x]χ⊗θ
∼−→ EχφT

η χ ∈ X0(L) ∼= X0(L∨),

which is the Baer sum of ζ0 and ζ⋊ (hence our notation B(ζ0, ζ⋊)). This family of

isomorphisms is W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
-equivariant.

By (4.9)–(4.12) and Lemma 4.4, we get W (NG∨(L∨), T∨)WF
η,φT

-equivariant bijec-
tions

(4.18) Irr(S+
φ , η) −→ Irr(EφT

η , id) −→
B(ζ0,ζ⋊)

Irr(E [x]θ , id) −→ Π(L, T, θ).

They combine to the following W (NG∨(L∨), T∨)WF

η,X0(L∨)φT
-equivariant bijection

(4.19)
⋃

φ′∈X0(L∨)φT

Irr(S+
φ′ , η)←→

⋃
θ′∈X0(L)θ

Π(L, T, θ′).

Proposition 4.5. For all η, [x] as above, fix W (NG∨(L∨), T∨)WF

X0(L∨)φT
-equivariant

choices of ζ0 in Lemma 4.4 and of coherent splittings ϵ as in (2.7). Then (4.18)
and (4.19) for these η, [x] combine to a W (NG∨(L∨), T∨)WF

φT
-equivariant bijection

Πφ ←→ Irr(S+
φ ), and a W (NG∨(L∨), T∨)WF

X0(L∨)φT
-equivariant bijection

(4.20)
⋃

φ′∈X0(L∨)φT

Πφ′ ←→
⋃

φ′∈X0(L∨)φT

Irr(S+
φ′).

Under this bijection, tempered representations correspond to bounded enhanced L-
parameters.

Proof. By the construction of EφT
η in (3.17) and (3.18), Irr(S+

φ ) is the union of the sets

Irr(S+
φ , η), where η runs through W (L∨, T∨)WF

φT
-equivalence classes. By definition,

Πφ is the union of the corresponding packets Πφ,η = Π(L, T, θ). Thus (4.18) and
(4.19) combine to give the desired bijections. Recall from earlier that every single

bijection (4.18) isW (NG∨(L∨), T∨)WF
η,φT

-equivariant. TheW (NG∨(L∨), T∨)WF

X0(L∨)φT
-

equivariance of the choices in the construction ensures that the collection of bijections

Πφ ←→ Irr(S+
φ ) is also W (NG∨(L∨), T∨)WF

X0(L∨)φT
-equivariant, and does not depend

on the choices of η, [x] within their W (NG∨(L∨), T∨)WF

X0(L∨)φT
-equivalence classes.

The correspondence between temperedness and boundedness follows from (4.3). □

Since Xnr(L) ∼=
(
Z(L∨)IF

) ◦
WF

is contained in X0(L) ∼= X0(L∨), the union of the

L-packets in (4.20) forms a collection of Bernstein components in Irr0(L′), for rigid
inner twists L′ of L. Similarly, the collection of enhanced L-parameters for (4.20)
forms a union of Bernstein components in Φ0

e(L
′) for the same L′. Proposition 4.5,

combined with the main result of [Kal3], gives a bijection
(4.21)

Φ0
cusp(L)ns :=

{
(φ, ρ) ∈ Φ0

e(L) :
φ supercuspidal

}
←→

{
π ∈ Irr0(L) : π is non-
singular supercuspidal

}
=: Irr0cusp(L)ns.
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We will write instances of (4.21) as

(φ, ρ) 7→ π(φ, ρ) or π 7→ (φπ, ρπ).

Recall from [Lan1, p.20–23] and [Bor, §10.1] that every φ ∈ Φ(L) determines a
character χφ of Z(L) constructed as follows. One first embeds L into a connected

reductive F -group L̃ satisfying Lder = L̃der, such that Z(L̃) is connected. Then one

lifts φ to an L-parameter φ̃ for L̃ = L̃(F ). The natural projection LL̃ → LZ(L̃)
produces an L-parameter φ̃z for Z(L̃) = Z(L̃)(F ), and via the local Langlands

correspondence for tori, φ̃z uniquely determines a character χφ̃ of Z(L̃). Then χφ
is given by restricting χφ̃ to Z(L). By [Lan1, p. 23], χφ does not depend on the
choices made above.

Lemma 4.6. In (4.21), the Z(L)-character of π(φ, ρ) is precisely χφ.

Proof. Since all the admissible embeddings j : T → L are L-conjugate, the preimage
of Z(L) under j does not depend on the choice of j. We may denote it by ZT (L). Then
any j restricts to the same bijective embedding j : ZT (L) → Z(L). By (2.6), every
π ∈ Π(L, jT, θ) ⊂ Πφ(L) admits the central character θ|Z(L) = θ|ZT (L)(F ), and by
construction φT is the L-parameter of θ.

Now we follow the procedure in [Lan1] recalled above. There is a unique maximal

torus j̃T of L̃ containing jT . By functoriality of the LLC for tori [Yu], φ̃ determines

a character of j̃T (F ) that extends θ. Hence φ̃z corresponds to a character of Z(L̃)
that extends θZ(L), and χφ = θZ(L). □

However, the bijections in (4.18), Proposition 4.5 and (4.21) are not entirely
canonical, because they depend on choices of isomorphisms between two exten-
sions in [Kal3, §4.5]. In (4.18), one can adjust the bijection by tensoring one side
with a character of W (L, T )(F )[x],θ ∼= W (L∨, T∨)WF

φT ,η
. This corresponds to chang-

ing the coherent splitting ϵ; see [Kal3, Definition 2.7.6]. Proposition 4.5 shows
that there are many ways to make the choices for (4.21) so that the LLC becomes

W (NG∨(L∨), T∨)WF

X0(L∨)φT
-equivariant. If one is willing to work with more L-packets

(in oneW (G∨, L∨)WF -orbit) at once, then one can even make (4.21)W (G∨, L∨)WF -
equivariant. In principle, the choices for φ’s in different W (G∨, L∨)WF -orbits are
independent. But, of course, we want to align them in a nice way.

Theorem 4.7. Suppose that on every X0(L)-orbit of the datum (jT, θ), we choose
the same ζ0 from Lemma 4.4 and the same ϵ from (2.7) and (2.8). The LLC from

Proposition 4.5 is equivariant with respect to X0(L) and W (NG∨(L∨), T∨)WF

X0(L∨)φT
.

Proof. In [Kal3, start of §2.7 and Fact 2.7.2], we can take NG(L, jT )X0(L)θ/Lf,0+

in the role of Γ and W (NG∨(L∨), T∨)WF

X0(L∨)φT
in the role of Γ, and the proof goes

through. Thus this collection of ϵ’s (or rather the ensuing actions of NL(jT )θ on

κL,ϵT,θ) are equivariant for W (NG∨(L∨), T∨)WF

X0(L∨)φT
. By Lemma 4.4, the chosen ζ0’s

form a W (NG∨(L∨), T∨)WF

X0(L∨)φT
-equivariant family. Hence Proposition 4.5 applies.

Suppose that (φ, ρ′) ∈ Φe(L) corresponds to κL,ϵ(jT,θ,ρ) via Proposition 4.5. Take

z ∈ X0(L∨) with image χ ∈ X0(L) (4.6). Then

S+
zφ = S+

φ , (S+
zφ)η = (S+

φ )η and EzφT
η = EφT

η .
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This gives a family {(zϕ, ρ′) : z ∈ X0(L∨)} in Φe(L). We need to figure out the
corresponding family of L-representations. Via Lemma 4.4, ρ′ is translated into

ρ ∈ Irr(E [x]θ , id). Since χ is a character of the entire group L, we have

(4.22)
NLf(kF )(jT )θ = NLf(kF )(jT )χ⊗θ, and
Irr(NLf(kF )(jT )θ, χ⊗ θ) = {χ⊗ ρ : ρ ∈ Irr(NLf(kF )(jT )θ, θ)}.

The condition on ζ0 in the theorem means that (zϕ, ρ′) corresponds to χ⊗θ ∈ Irr(jT )

and to the representation χ ⊗ ρ ∈ Irr
(
E [x]χ⊗θ, id

)
obtained from ρ via the natural

isomorphsm E [x]χ⊗θ
∼= E [x]θ from (2.29). We can also view χ ⊗ ρ as an element of

Irr(NL(jT )χ⊗θ, χ ⊗ θ), then it is obtained from ρ ∈ Irr(NL(jT )θ by tensoring with
χ. By [Kal3, Theorem 2.7.7.3] (which uses the condition on ϵ), we have

(4.23) χ⊗ κL,ϵ(jT,θ,ρ)
∼= κL,ϵ(jT,χ⊗θ,χ⊗ρ).

Thus (zϕ, ρ′) corresponds to χ⊗ κL,ϵ(jT,θ,ρ) in Proposition 4.5. □

The equivariance in Theorem 4.7 can be upgraded when we consider all non-
singular depth-zero supercuspidal representations and all enhanced supercuspidal
L-parameters in Proposition 4.5, as follows.

Theorem 4.8. The choices in the LLC (4.21) can be made such that, for all non-
singular supercuspidal depth-zero representations of L, (4.21) is equivariant with
respect to

W (G,L)⋉ X0(L) ∼=W (G∨, L∨)WF ⋉ X0(L∨).

Proof. For a given supercuspidal parameter φ ∈ Φ0(L), consider the set

(4.24)
{
(φ′, ρ) ∈ Φ0

e(L) : φ
′ ∈ X0(L∨)φ, ρ ∈ Irr(S+

φ′)
}

from Proposition 4.5. The W (G∨, L∨)WF -stabilizer W (G∨, L∨)WF

X0(L∨)φ
of (4.24)

consists precisely of the elements that come from W (NG∨(L∨), T∨)WF

X0(L∨)φT
. By

construction, other elements of W (G∨, L∨)WF do not map any element of (4.24) to

an element of (4.24). We apply the W (G∨, L∨)WF

X0(L∨)φ
⋉ X0(L∨)-equivariant LLC

from Theorem 4.7 to (4.24), and we extend itW (G∨, L∨)WF ⋉X0(L∨)-equivariantly
to the W (G∨, L∨)WF -orbit of (4.24) and to

⋃
φ′∈X0(L∨)φ

W (G,L) · Πφ′(L). Next, we

let φ run through a set of representatives for

{φ′ ∈ Φ0(L) : φ′ supercuspidal}
/
W (G∨, L∨)WF ⋉ X0(L∨),

and we carry out the above steps for all those φ. □

Remark 4.9. The group of unramified characters of L is contained in X0(L), so
Theorem 4.8 also holds with Xnr(L) instead of X0(L).

Ideally, the LLC from Theorem 4.8 should be equivariant with respect to all F -
automorphisms of L, as conjectured in [Sol3, Conjecture 2] and [Kal6, Conjecture
2.12]. Unfortunately, this seems to be out of reach at the time of writing.
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5. Some subquotients of the Iwahori–Weyl group

The following sections §6–§8 treat Hecke algebras for non-supercuspidal repre-
sentations of G, and do not rely on the previous sections. We now slightly adjust
the earlier setup. Let S be a maximal F -split torus in G. Let R(G,S) be the root
system of (G,S). Let AS := X∗(S)⊗Z R be the apartment of B(G, F ) associated to
S. The walls of AS determine an affine root system Σ, and the map that sends an
affine root to its linear part is a canonical surjection D : Σ→ R(G,S).

Let C0 be a chamber in AS whose closure contains 0. Let ∆aff be the set of simple
affine roots in Σ determined by C0. The associated set of simple affine reflections
Saff generates an affine Weyl group Waff . The standard Iwahori subgroup of G is
PC0 , and the Iwahori–Weyl group of (G,S) is

(5.1) W := NG(S)/(NG(S) ∩ PC0)
∼= ZG(S)/(ZG(S) ∩ PC0)⋊W (G,S).

Note that it acts on AS = X∗(S)⊗Z R = X∗(ZG(S))⊗Z R ∼= ZG(S)/ZG(S)cpt⊗Z R,
with ZG(S)/(ZG(S) ∩ PC0) acting by translations, and W (G,S) as the stabilizer
of a chosen special vertex of C0. The kernel of this action is the finite subgroup
ZG(S)cpt/ZPC0

(S), where the subscript cpt denotes the (unique) maximal compact
subgroup. Furthermore, W contains Waff as the subgroup supported on the kernel
of the Kottwitz homomorphism for G. The group Ω := {w ∈ W : w(C0) = C0}
forms a complement to Waff , and we have

(5.2) W =Waff ⋊ Ω.

Let f be a facet in B(G, F ). Since G acts transitively on the set of chambers of
B(G, F ), we may assume without loss of generality that f is contained in the closure
of C0. Let Σf be the set of affine roots that vanish on f, and let J := ∆aff ∩ Σf be
its subset of simple affine roots. Its associated set of affine reflections {sj : j ∈ J}
generates a finite Weyl group WJ , which can be identified with the Weyl group of
the kF -group G◦f (kF ) with respect to the torus S(kF ).

Let Rcf
4 be the set of roots for (G,S) that are constant on f, a parabolic root

subsystem of R(G,S). Let L be the Levi F -subgroup of G determined by S and
Rcf . By [Mor2, Theorem 2.1], PL,f := Pf ∩ L is a maximal parahoric subgroup of L

(associated to a facet fL ⊃ f) and we have

(5.3)
P̂L,f/PL,f = (P̂f ∩ L)/(Pf ∩ L) ∼= P̂f/Pf,
PL,f/Lf,0+ = (Pf ∩ L)/(Gf,0+ ∩ L) ∼= Pf/Gf,0+.

Let Rf be the image of Σf in R(G,S). Its closure (QRf) ∩ R(G,S) is precisely Rcf .
Although Rcf and Rf have the same rank, it is quite possible that they have different
Weyl groups. We write

(5.4) Ωf = {ω ∈ Ω : ω(f) = f} = {ω ∈ Ω : PfωPf ⊂ Gf} ∼= Gf/Pf.

Since Pf and P̂f depend only on f, they have the same normalizer in G, i.e. the set-

theoretic stabilizer Gf of f. Let Ω0
f
∼= P̂L,f/PL,f = P̂f/Pf be the point-wise stabilizer

of f in Ωf. By (5.4), we have

(5.5) Gf/Pf
∼= Ωf and Gf/P̂f

∼= Ωf/Ω
◦
f .

Lemma 5.1. (a) The group Ωf = Gf/Pf is abelian and finitely generated.

4The superscript c will become self-explanatory in the next paragraph.
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(b) Suppose moreover that f is a minimal facet in B(G, F ), or equivalently that Pf is

maximal parahoric subgroup of G. The group Gf/P̂f is abelian and isomorphic
to a lattice in X∗(Z

◦(G)) ⊗Z R. In particular, it is free of the same rank as
X∗(Z

◦(G)).

Proof. (a) Recall the Kottwitz homomorphism κ for G, which takes values in a
subquotient of the algebraic character group of Z(G∨). Since kerκ ∩ Gf = Pf (see
for example [KaPr, Propositions 7.6.4 and 11.5.4]), we have Gf/Pf

∼= κ(Gf). This is
a subquotient of X∗(Z(G∨)), hence is abelian and finitely generated.

(b) The group under consideration is a quotient of Gf/Pf, thus by part (a) it
is abelian and finitely generated. Note that L = G by the minimality of f, thus
P̂L,f = P̂f. For any x ∈ f, the X∗(Z

◦(G))⊗Z R-orbit of x equals f, and P̂f equals the

stabilizer of x in G. We define a map t : Gf/P̂f → X∗(Z(G))⊗ZR by g ·x = x+ t(g),
where the addition takes place in AS . Since translations byX∗(Z

◦(G))⊗ZR commute
with the action of G on B(G, F ), we can compute

x+ t(gg′) = gg′ · x = g · (x+ t(g′)) = x+ t(g) + t(g′).

This shows that t is a group homomorphism, and by definition its kernel is trivial.
Hence t provides an isomorphism between Gf/P̂f and a subgroup of X∗(Z(G))⊗ZR.
The latter is a real vector space, so all its subgroups are torsion-free. On Z(G) ⊂ Gf,
the map t boils down to the quotient map

Z◦(G)→ Z◦(G)/Z◦(G)cpt ∼= X∗(Z
◦(G)).

On the other hand, the group of translations t(G) of X∗(Z
◦(G))⊗Z R, which arises

from the action of G, contains X∗(Z
◦(G)) with finite index, thus it is a lattice in

X∗(Z
◦(G)) ⊗Z R. Now we have inclusions X∗(Z

◦(G)) ⊂ t(Gf) ⊂ t(G), where the
outer sides are lattices inX∗(Z

◦(G))⊗ZR, thus the group in the middle is as well. □

The group NW (WJ)/WJ is isomorphic to

(5.6) NW (J) := {w ∈ NW (WJ) : w(J) = J}.

Note that Ωf ⊂ NW (J). The group NW (J) naturally contains an affine Weyl group
Waff(J), obtained in the following way. For α ∈ ∆aff \ J , the reflections in the roots
J ∪ {α} generate a finite Weyl group WJ∪α ⊂W . Its longest element wJ∪α satisfies

wJ∪α(J) ⊂ wJ∪α(J ∪ {α}) = −J ∪ {−α}.

Suppose that wJ∪α(J) = −J and let wJ be the longest element of WJ . Then

(5.7) v(α, J) := wJ∪αwJ = wJwJ∪α

has order two. Such involutions are called an R-elements in [Mor1, §2.6]. Let ∆f,aff

be the set of α ∈ ∆aff \ J for which there exists an α′ from the same simple factor
of G, such that both v(α, J) and v(α′, J) are R-elements. The group

(5.8) Ω(J) = {w ∈ NW (J) : w(∆f,aff) = ∆f,aff}

contains Ωf. By [Mor1, Corollary 2.8 and §7], the set Sf,aff := {v(α, J) : α ∈ ∆f,aff}
generates an affine Weyl group Waff(J) in NW (J) and we have

(5.9) NW (J) =Waff(J)⋊ Ω(J).
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The inverse image of NW (J) in NG(S) stabilizes the facet of B(L, F ) containing f,
and it normalizes L and PL,f. By (5.3), this induces an action of NW (J) on

G◦f (kF ) ∼= PL,f/Lf,0+
∼= Pf/Gf,0+.

Let σ be an irreducible cuspidal representation of G◦f (kF ), also viewed as a repre-

sentation of Pf by inflation. As in [Mor1, §4.16], we define

(5.10) W (J, σ) = {w ∈ NW (J) : w · σ ∼= σ}.

For any of the groups Gf, P̂f,Ωf,Ω
0
f , we add a subscript σ to indicate the subgroup

that stabilizes σ. Then, by (5.5), we have

(5.11) Gf,σ/Pf
∼= Ωf,σ and Gf,σ/P̂f,σ

∼= Ωf,σ/Ω
0
f,σ
∼= Gf,σP̂f/P̂f.

If moreover f is a minimal facet, then Lemma 5.1 (b) applies equally well to Gf,σ/P̂f,σ.
Recall that Ω0

f is the point-wise stabilizer of f in Ωf.

Lemma 5.2. Ω0
f is a central subgroup of NW (J), which intersects the commutator

subgroup of NW (J) only in {1}. The same holds with W (J, σ) instead of NW (J).

Proof. The first claim is shown in [Sol6, (38)–(39)]. By (5.2) and the commutativity
of Ωf as in Lemma 5.1 (a), the commutator subgroup of NW (J) is contained in Waff .
By (5.2), Ωf ⊂ Ω intersects Waff trivially. Hence the intersection of Ωf with the
commutator subgroup of NW (J) or of W (J, σ) is just the identity. □

For α such that v(α, J) ∈ Sf,aff ∩W (J, σ), by [Mor1, Proposition 6.9], one obtains
a number pα ∈ Z≥1, which we will denote instead by qσ,α. We set

Sf,aff,σ := {v(α, J) ∈ Sf,aff ∩W (J, σ) : qσ,α > 1},
∆f,aff,σ := {α ∈ ∆f,aff : sα ∈ Sf,aff,σ},(5.12)

Ω(J, σ) := {w ∈W (J, σ) : w(∆f,aff,σ) = ∆f,aff,σ}.

Here Sf,aff,σ is the set of simple reflections in an affine Coxeter group Waff(J, σ). It
is known from [Mor1, §7] that

(5.13) W (J, σ) =Waff(J, σ)⋊ Ω(J, σ).

We warn the reader that Ω(J, σ) need not be contained in Ω(J). For any of the
above groups, a subscript L means that they are constructed from L instead of G.
In particular we have the Iwahori–Weyl group WL of L and likewise WL(J, σ).

By [MoPr2, Theorem 6.11] or [Mor2, Theorem 4.5], (Pf, σ) is a type in the sense
of Bushnell–Kutzko, for a sum of finitely many Bernstein blocks in Rep(G), say
Rep(G)(Pf,σ) Moreover every Bernstein block consisting of depth-zero representations
arises in this way.

Lemma 5.3. (a) The category Rep(L)(PL,f,σ) determines (PL,f, σ) up to L-conjugacy.

(b) Let W (G,L)σ be the stabilizer of Rep(L)(PL,f,σ) in NG(L)/L. The natural map

W (J, σ)/WL(J, σ)→W (G,L)σ is an isomorphism.

Proof. (a) Let Irr(L)(PL,f,σ) be the set of irreducible objects in Rep(L)(PL,f,σ). Since

f becomes a vertex in B(Lad, F ), all these irreducible L-representations ω are super-
cuspidal and have depth zero [MoPr2, §6]. Each such ω has (PL,f, σ) as unrefined
minimal K-type in the sense of [MoPr1, MoPr2]. By [MoPr2, Theorem 5.2], ω
determines (PL,f, σ) up to L-conjugacy.
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(b) Since J and S determine L and ZG(S) ⊂ L, every element of

NW (J) ⊂ NG(S)/(ZG(S) ∩ PC0)

normalizes L. The natural map W (J, σ)→ NG(L)/L has kernel

WL(J, σ) = (W (J, σ) ∩NL(S))/(ZG(S) ∩ PC0).

By definition, W (J, σ) stabilizes (PL,f, σ), so it stabilizes Rep(L)(PL,f,σ). Thus we
obtain an injection

(5.14) W (J, σ)/WL(J, σ) ↪→W (G,L)σ.

Conversely, let w ∈ W (G,L)σ. By part (a), w stabilizes the L-conjugacy class of
(PL,f, σ). Hence we can represent w by an element n ∈ NG(L,PL,f) that stabilizes
σ. Then n(ZG(S) ∩ PC0) ∈W (J, σ), thus w lies in the image of (5.14). □

6. q-parameters for Hecke algebras

Consider the Hecke algebra

H(G,Pf, σ) = {f : G→ EndC(Vσ) | f(kgk′) = σ(k)f(g)σ(k′) ∀g ∈ G, k, k′ ∈ Pf}.
We note that this algebra is sometimes called H(G, σ∨), for instance in [BuKu].
By [Mor2, Theorem 4.5] and [BuKu, Theorem 4.3], its category of right modules is
equivalent to Rep(G)(Pf,σ).

Theorem 6.1 ([Mor1], Theorem 7.12). The algebra H(G,Pf, σ) has a basis {Tw :
w ∈ W (J, σ)} with Tw supported on PfwPf. There exist a parameter function qσ :
Sf,aff,σ → Z>1, and a 2-cocycle µσ of W (J, σ) which factors through Ω(J, σ) ∼=
W (J, σ)/Waff(J, σ), such that

(6.1) H(G,Pf, σ) ∼= H(Waff(J, σ), qσ)⋊C[Ω(J, σ), µσ].
Here H(Waff(J, σ), qσ) denotes an Iwahori–Hecke algebra, C[Ω(J, σ), µσ] is a twisted
group algebra and TωTsαT

−1
ω = Tωsαω−1, where sα ∈ Sf,aff,σ and ω ∈ Ω(J, σ).

For background on Iwahori–Hecke algebras and affine Hecke algebras we refer to
[Sol4]. It is known that µσ is sometimes nontrivial, see [HeVi, Proposition 4.4]. All
the parameters qσ(s) are powers of the cardinality qF of kF .

From now on, let σ be a non-singular cuspidal representation of Pf/Gf,0+ =
G◦f (kF ). Thus, by definition, σ is an irreducible constituent of a Deligne–Lusztig

representation R
G◦
f (kF )

Tf(kF ) (θf), where Tf is an elliptic maximal kF -torus in G◦f , and θf is
a non-singular character of Tf(kF ). (This is slightly more general than in Section
2, because θf is kF -non-singular but we do not require F -non-singularity.) Since we
are dealing with smooth complex G-representations, the values of θf must lie in C.
On the other hand, the techniques used in Deligne–Lusztig theory apply to repre-
sentations of Qℓ-vector spaces, where ℓ is a prime number different from p. We fix
an isomorphism C ∼= Qℓ, so that we can regard θf as taking values in both fields. Let

G∨f be the dual group of G◦f and let s ∈ G∨f (Fp) be an element in the semisimple

conjugacy class corresponding to θf. The non-singularity of θf means that ZG∨
f
(s)◦

is a torus. Recall that Ωs := π0
(
ZG∨

f
(s)

)
is a finite abelian group.

In general, a Deligne–Lusztig representation is a virtual representation, but in

our setting, by [DeLu, Theorem 8.3], ±R
G◦
f (kF )

Tf(kF ) (θf) is an actual representation for a
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suitable sign ±. Moreover, Lusztig [Lus2, Proposition 5.1] showed that ±R
G◦
f (kF )

Tf(kF ) (θf)

is a direct sum of mutually inequivalent irreducible cuspidal representations, which
can be parametrized as σχ, where σ1 = σ and χ runs through the characters of

(6.2) Ωθf :=W (G◦f , Tf)(kF )θf .

Proposition 6.2. The full subcategory of Rep(G◦f (kF )) generated by ±R
G◦
f (kF )

Tf(kF ) (θf)

is equivalent to Rep(Ωθf).

Proof. Let Reps(G◦f (kF )) be the category of G◦f (kF )-representations generated by the

objects in the geometric Deligne–Lusztig series determined by s ∈ G∨f (Fp). Let H
be the split reductive Fp-group dual to H∨ := ZG∨

f
(s)◦. By the nonsingularity of θf

and s, both H and H∨ are tori. By [LuYu, Corollary 12.7] 5, there exists a canonical
equivalence of categories

(6.3) Reps(G◦f (kF )) ∼=
⊕

β
Rep1

(
H(Fp)Frobβ

)Ωs,β .

Here β runs through a finite set that parametrizes certain kF -forms of H, which
appear in the notation via a Frobenius action Frobβ. They correspond to various
rational Deligne–Lusztig series associated to s. The superscript Ωs,β means equi-
variant objects, with respect to a (canonical up to canonical isomorphisms) action
of the subgroup Ωs,β ⊂ Ωs that stabilizes β. Since H is a torus, the category

Rep1
(
H(Fp)Frobβ

)
consists precisely of all multiples τ of the trivial representation

of H(Fp)Frobβ . An Ωs,β-equivariant structure on such a representation τ consists of
a collection of morphisms τ → ω · τ for ω running through the appropriate exten-
sion of Ωs,β by H(Fp)Frobβ , compatible with the group structure of that extension.

However, since τ
(
H(Fp)Frobβ

)
= id, the extension can be ignored and we only need

morphisms τ → ω · τ for ω ∈ Ωs,β. In other words, An Ωs,β-equivariant structure on
τ just means that it is upgraded to an Ωs,β-representation. Thus (6.3) simplifies to
an equivalence of categories

(6.4) Reps(G◦f (kF )) ∼=
⊕

β
Rep(Ωs,β).

The representation ±R
G◦
f (kF )

Tf(kF ) (θf) generates a unique rational Deligne–Lusztig series

in (6.4), and the associated β satisfies Ωs,β ∼= Ωθf . □

We now analyze the q-parameters in Theorem 6.1, and express them more explic-
itly. Consider α ∈ ∆aff \ J . By the observations in [Mor1, §3], there exists a unique
facet fα of f, such that the associated parahoric subgroup Pfα has set of simple
affine roots J ∪ {α}. The group G◦fα(kF ) = Pfα/Ufα contains Pf/Ufα as a parabolic

subgroup Qf,α(kF ) with Levi factor G◦f (kF ) = Pf/Gf,0+. The quotient Gf,0+/Gfα,0+

is isomorphic to Uα(kF ), where Uα denotes the root subgroup of G◦fα associated to

α. By [Mor1, §6.7–6.9], the number qσ,α from (5.12) can be computed (whenever

defined) from ind
G◦
fα

(kF )

Qf,α(kF )(σ), thus entirely in terms of connected algebraic groups

over finite fields.

5Strictly speaking,[LuYu, Corollary 12.7] gives (6.3) with, in addition, fixed cells on both sides,
but one can sum over all cells for G◦

f (kF ) to obtain the desired (6.3) as stated.
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Recall from §5 that S defines a maximal kF -split torus in G◦f , and that Tf is a

maximal kF -torus in G◦f . By [BrTi, Proposition 5.1.10.b] and [DeB, Lemma 2.3.1],
Tf can be lifted to an oF -torus in P◦

f . We fix one such lift, so that we can view Tf
as an oF -torus which splits over an unramified extension of F . Since Tf(oF ) ⊂ Pf

normalizes Pf and Pfα , hence it normalizes their pro-unipotent radicals Gf,0+ and
Gfα,0+. Thus Tf(oF ) normalizes Qf,α(kF ) = Pf/Gfα,0+ and its unipotent radical
Uα(kF ) = Gf,0+/Gfα,0+. In particular,

(6.5) α ∈ ∆aff \ J can be viewed as a root of Tf,

and it is defined over oF because Uα is defined over oF . This also shows that sα can
be represented in NG◦

f (kF )(Tf).

Lemma 6.3. (a) ±R
G◦
fα

(kF )

Tf(kF ) (θf) =
⊕

χ∈Irr(Ωθf
)

ind
G◦
fα

(kF )

Qf,α(kF )(σχ).

(b) The representations ind
G◦
fα

(kF )

Qf,α(kF )(σχ) and ind
G◦
fα

(kF )

Qf,α(kF )(σχ′) with χ ̸= χ′ ∈ Irr(Ωθf)

do not have any irreducible subquotients in common.

Proof. (a) This follows from the description of ±R
G◦
f (kF )

Tf(kF ) (θf) above (6.2), combined

with the transitivity of Deligne–Lusztig induction as in [DiMi, §11.5].

(b) By Frobenius reciprocity and the Mackey formula, ind
G◦
fα

(kF )

Qf,α(kF )(σχ) and

ind
G◦
fα

(kF )

Qf,α(kF )(σχ′) can only have common irreducible constituents if σχ′ is isomorphic

to σχ or to sα · σχ. We already noted in the paragraph above (6.2) that, by [Lus2,
Proposition 5.1], σχ ̸∼= σχ′ . Thus the only remaining possibility is if σχ′ is isomorphic
to sα · σχ.

By Proposition 6.2, ±R
G◦
f (kF )

Tf(kF ) (θf) generates a full subcategory C of Rep(G◦f (kF ))
that is equivalent to Rep(Ωθf). Suppose sα maps some element of C into C. Then
sα ∈ NG◦

f (kF )(Tf) must fix θf, and sα stabilizes C. For ω ∈ Ωθf , ωsαω
−1 ∈ W (G◦fα , Tf)

is a reflection associated to a root defined over kF . By ellipticity of Tf in G◦f , ωsαω−1

must equal sα. Hence sα commutes with Ωθf , and thus the action of sα on C ∼=
Rep(Ωθf) is trivial. In particular, sα · σχ ∼= σχ, which is not isomorphic to σχ′ . □

Let B be a Borel subgroup (not necessarily defined over kF ) of G◦fα , such that
Tf Uα ⊂ B ⊂ Qf,α. Let Lα be the kF -subgroup of G◦fα generated by Tf ∪ Uα ∪ U−α. It
is a twisted Levi subgroup of G◦fα . Let

(6.6) R
G◦
fα

Tf⊂B : Rep(Tf(kF ))→ Rep(G◦fα(kF ))

denote the Deligne–Lusztig induction functor. By transitivity of Deligne–Lusztig
induction [DiMi, §11.5], there are natural isomorphisms

(6.7)

ind
G◦
fα

(kF )

Qf,α(kF )R
G◦
f (kF )

Tf(kF ) (θf) = R
G◦
fα

G◦
f ⊂Qf,α

R
G◦
f

Tf⊂B∩G◦
f
(θf)

∼= R
G◦
fα

Tf⊂B(θf)
∼= R

G◦
fα

Lα⊂Qf,αLα
RLα

Tf⊂Lα∩B(θf)

= R
G◦
fα

Lα⊂Qf,αLα
ind

Lα(kF )
(Lα∩B)(kF )(θf).

Notice that Lα ∩ B = Tf ⋉ Uα is defined over kF .
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Lemma 6.4. There are canonical algebra isomorphisms

EndG◦
fα

(kF )

(
R

G◦
fα

Tf⊂Bθf
) ∼= ⊕

χ∈Irr(Ωθf
)
EndG◦

fα
(kF )

(
ind

G◦
fα

(kF )

Qf,α(kF )σχ
)

∼=
⊕

χ∈Irr(Ωθf
)
EndLα(kF )

(
ind

Lα(kF )
(Lα∩B)(kF )θf

)
.

Proof. The first isomorphism follows from Lemma 6.3. By (6.7), we obtain

EndG◦
fα

(kF )

(
R

G◦
fα

Tf⊂Bθf
) ∼= EndG◦

fα
(kF )

(
R

G◦
fα

Lα⊂Qf,αLα
ind

Lα(kF )
(Lα∩B)(kF )(θf)

)
.

By functoriality of R
G◦
fα

Lα⊂Qf,αLα
, the algebra EndLα(kF )

(
ind

Lα(kF )
(Lα∩B)(kF )θf

)
embeds in

EndG◦
fα

(kF )

(
R

G◦
fα

Tf⊂Bθf
)
. Let prχ denote the projection

EndG◦
fα

(kF )

(
R

G◦
fα

Tf⊂Bθf
)
→ EndG◦

fα
(kF )

(
ind

G◦
fα

(kF )

Qf,α(kF )σχ
)

obtained from the first isomorphism in the statement. We have

prχR
G◦
fα

Lα⊂Qf,αLα
(A) ∈ EndG◦

fα
(kF )

(
ind

G◦
fα

(kF )

Pf,α(kF )σχ
)
for A ∈ EndLα(kF )

(
ind

Lα(kF )
(Lα∩B)(kF )θf

)
.

By construction, we have

R
G◦
fα

Lα⊂Qf,αLα
(A) =

∑
χ∈Irr(Ωθf

)
prχR

G◦
fα

Lα⊂Qf,αLα
(A),

and prχR
G◦
fα

Lα⊂Qf,αLα
(A) is invertible if A is so. Since G◦f is a maximal Levi subgroup

of G◦fα and sα stabilizes σχ, we have dimC EndG◦
fα

(kF )

(
ind

G◦
fα

(kF )

Qf,α(kF )σχ
)
= 2. Comparing

dimensions, we see that
⊕

χ∈Irr(Ωθf
) prχR

G◦
fα

Lα⊂Qf,αLα
is an algebra isomorphism

(6.8)
⊕

χ∈Irr(Ωθf
)

EndLα(kF )

(
ind

Lα(kF )
(Lα∩B)(kF )θf

)
→

⊕
χ∈Irr(Ωθf

)

EndG◦
fα

(kF )

(
ind

G◦
fα

(kF )

Qf,α(kF )σχ
)
. □

Using Lemma 6.4, we can simplify the computation of the parameter function qσ
from Theorem 6.1. Recall the notations wJ∪α and v(α, J) from (5.7).

Lemma 6.5. Let α ∈ ∆aff \ J be such that wJ∪α(J) = −J . Then:

(a) sα · θf = θf if and only if v(α, J) · σ ∼= σ.
(b) Suppose that v(α, J) ∈ W (J, σ). The parameter qσ,α := qσ(v(α, J)) equals the

parameter qθ,α := qθ(sα) computed from Tf(kF ), θf and Lα(kF ).

Proof. (a) By [HoLe, Corollary 2.3 and Proposition 3.9], EndG◦
fα

(kF )

(
ind

G◦
fα

(kF )

Qf,α(kF )σ
)

has dimension two if v(α, J) · σ ∼= σ and has dimension one otherwise. By Lemma

6.4, EndG◦
fα

(kF )

(
ind

G◦
fα

(kF )

Qf,α(kF )σ
)
is naturally isomorphic to EndLα(kF )

(
ind

Lα(kF )
(Lα∩B)(kF )θf

)
.

Again by [HoLe], the latter algebra has dimension two if sα·θf = θf and has dimension
one otherwise.

(b) By the construction of H(Waff(J, σ), qσ), Tv(α,J) satisfies a quadratic relation

(6.9) (Tv(α,J) + 1)(Tv(α,J) − qσ,α) with qσ,α ∈ Z≥1.
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We can view Tv(α,J) as an element of

H(Pfα/Gfα,0+, Pf/Gfα,0+, σ) = H(G◦fα(kF ),Qf,α(kF ), σ) ∼= EndG◦
fα

(kF )

(
ind

G◦
fα

(kF )

Qf,α(kF )σ
)

supported on

(Pfα \ Pf)/Gfα,0+ = PfsαPf/Gfα,0+ = Qf,α(kF )sαQf,α(kF ) = G◦fα(kF ) \ Qf,α(kF ).

Via Lemma 6.4, Tv(α,J) corresponds to an element pr1R
G◦
fα

Lα⊂Qf,αLα
(Nsα), whereNsα ∈

EndLα(kF )

(
ind

Lα(kF )
(Lα∩B)(kF )θf

)
. The support condition on Tv(α,J) translates via (6.8) to

suppNsα ⊂ Lα(kF ) \ (Lα ∩ B)(kF ) = Uα(kF )Tf(kF )sαUα(kF ).
The standard basis element Tsα of H(Lα(kF ), (Lα ∩ B)(kF ), θf) also has support
Uα(kF )Tf(kF )sαUα(kF ), and satisfies a quadratic relation

(6.10) (Tsα + 1)(Tsα − qθ,α) = 0 with qθ,α ∈ R≥1.

The elements of H(Lα(kF ), (Lα ∩ B)(kF ), θf) with support Uα(kF )Tf(kF )sαUα(kF )
form a one-dimensional space, so Nsα = λTsα for some λ ∈ C×. Comparing (6.9) and
(6.10), we deduce that λ = 1 and qσ,α = qθ,α ≥ 1 or λ = −1 and qσ,α = qθ,α = 1. □

In some cases, the parameters qσ,α = qθ,α automatically reduce to 1. The next
result must have been well-known to experts for a long time, but we could not find
a reference, so we record it here for later use.

Proposition 6.6. In the setting of Lemma 6.5, let kα/kF be a finite field extension
over which α splits, and let Nkα/kF : Tf(kα) → Tf(kF ) be the norm map. Suppose
that sα(θf) = θf but θf ◦Nkα/kF ◦ α

∨ ̸= 1. Then qθ,α = 1.

Proof. This is a statement about the reductive kF -group Lα. To compute qθ,α, for
instance as in [HoLe], we only need the derived group Lα,der(kF ). By the classifica-
tion of quasi-split rank one semisimple groups, Lα,der is obtained by restriction of
scalars from one of the groups: SL2,PGL2, SU3,PU3. Hence it suffices to consider
these four groups, over an arbitrary finite field that we still call kF .

First we look at SU3(kα/kF ), for a quadratic extension kα/kF with non-trivial
field automorphism denoted by x 7→ x̄. In this case,

Tf(kF ) = {x ∈ (k×α )
3 : x3 = x̄1

−1, x2 = x̄1x
−1
1 },

and sα exchanges x1 with x3. Projection to the first coordinate gives an isomor-
phism Tf(kF )

∼−→ k×α . Let χ ∈ Irr(k×α ) be the character corresponding to θf via this
isomorphism. The condition sαθf = θf translates to 1 = χ(x1)χ(x̄1)1 = χ(x1x̄1). On
the other hand,

Nkα/kF ◦ α
∨(x1) = Nkα/kF ((x1, 1, x

−1
1 )) = (x1x̄1, 1, (x1x̄1)

−1).

Thus θf ◦Nkα/kF ◦ α
∨ = 1, and the assumptions of the lemma are not fulfilled.

For PU3(kα/kF ), the maximal torus Tf(kF ) is isomorphic to k×α via (x1, x2, x3) 7→
x1x

−1
2 . The same arguments as for SU3(kα/kF ) apply.
Next we consider the split group PGL2(kF ). We may identify Tf(kF ) with {( x 0

0 1 ) :

x ∈ k×F }. The calculation

1 = θf(( x 0
0 1 ))θf(sα (

x 0
0 1 )

−1
) = θf(

(
x 0
0 x−1

)
) = θf(α

∨(x))

shows that again the assumption of the lemma cannot be fulfilled.
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Finally we study SL2(kF ), with its maximal torus

Tf(kF ) = {
(
x 0
0 x−1

)
: x ∈ k×F } ∼= k×F .

Writing θf(
(
x 0
0 x−1

)
) = χ(x), we have

1 = θf(
(
x 0
0 x−1

)
)θf(sα

(
x 0
0 x−1

)
)−1 = θf(

(
x2 0
0 x−2

)
) = χ(x2).

Since 1 ̸= θf ◦ α∨ = χ, χ must be the Legendre symbol of k×F , its unique order two
character. Now we really have to compute in C[SL2(kF )]. To do so, we introduce the
following idempotents:

⟨Uα⟩ = |kF |−1
∑

x∈kF ( 1 x0 1 ) , pχ = |k×F |−1
∑

x∈k×F
χ(x)

(
x 0
0 x−1

)
⟨U−α⟩ = |kF |−1

∑
x∈kF ( 1 0

x 1 ) , Te = pχ⟨Uα⟩.

Note that pχ commutes with ⟨Uα⟩, ⟨U−α⟩ and sα, because χ2 = 1. The operator Tsα
is a scalar multiple of T ′

sα = ⟨Uα⟩sαpχ⟨Uα⟩. We compute:

T
′2
sα = ⟨Uα⟩sαpχ⟨Uα⟩⟨Uα⟩pχsα⟨Uα⟩ = ⟨Uα⟩sαpχ⟨Uα⟩sα⟨Uα⟩ = ⟨Uα⟩pχ⟨U−α⟩⟨Uα⟩

= ⟨Uα⟩pχ|kF |−1⟨Uα⟩+
∑

x∈k×F
⟨Uα⟩pχ|kF |−1 ( 1 0

x 1 ) ⟨Uα⟩

= |kF |−1⟨Uα⟩pχ + |kF |−1
∑

x∈k×F
pχ⟨Uα⟩

(
1 −x−1

0 1

)
( 1 0
x 1 )

(
1 −x−1

0 1

)
⟨Uα⟩

= |kF |−1Te + |kF |−1
∑

x∈k×F
⟨Uα⟩pχ

(
x−1 0
0 x

)
sα⟨Uα⟩ = |kF |−1Te.

Hence T 2
sα ∈ CTe, and the quadratic equation (6.10) simplifies to

0 = (Tsα + 1)(Tsα − 1).

That means precisely that qθ,α = 1. □

We denote the linear part of an affine root α by Dα, and write

(6.11) ∆f,σ := {Dα : α ∈ ∆f,aff , v(α, J) ∈W (J, σ)}.
Note that D(∆f,aff,σ) ⊂ ∆f,σ ⊂ D(∆f,aff). By (6.5), ∆f,σ can also be viewed as a set
of oF -rational roots of (G, Tf). We define the oF -torus

(6.12) Tσ =
(⋂

α∈∆f,σ

kerα|Tf
)◦ ⊂ Tf.

In many cases (but not always), Tσ is F -anisotropic. Now

(6.13) Gσ := ZG(Tσ)
is a reductive F -subgroup of G. More precisely, it is a twisted Levi subgroup that
becomes an actual Levi subgroup over every field extension of F that splits Tσ.

Lemma 6.7. The group Gσ is F -quasisplit and contains the torus T := ZG(Tf) as
a minimal F -Levi subgroup.

Proof. By the maximality of Tf in G◦f , Tf is a maximal unramified torus in G. Since
G becomes quasi-split over a maximal unramified extension of F , T is a maximal F -
torus in G. The maximal F -split subtorus Ts of Tf is generated by Z(G)∩Ts and the
images of the coroots α∨ with α ∈ ∆f,σ (which are defined over F ), so is contained
in S. Since Tf is the maximal unramified torus in T , Ts is also the maximal F -split
subtorus of T . Furthermore, Tf is generated by Ts∪Tσ, so T = ZG(TσTs) = ZGσ(Ts).
Hence the centralizer in Gσ of a maximal F -split torus containing Ts is contained
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in the torus T , and is itself a torus. At the same time, that centralizer is a Levi
subgroup of Gσ, so it is a minimal Levi subgroup and a maximal torus. We conclude
that the torus T is a minimal F -Levi subgroup of Gσ. □

Since Tf is elliptic in G◦f , and L is an F -Levi subgroup of G minimal for the
property L◦f = G◦f , the torus Tf is elliptic in L. Since Tf is the maximal unramified

subtorus of T , Lemma 6.7 implies that T is an elliptic maximal torus in L (so we
are back in the setting from §2). In other words, T /Z(L)◦ is F -anistropic. Then Ts
equals the maximal F -split subtorus of Z(L)◦.

By Lemma 6.7, there is a unique apartment of B(Gσ, F ) associated to T and its
maximal F -split subtorus Ts ⊂ S. We call that apartment AT . From the inclusion

(6.14) AT = X∗(Ts)⊗Z R ⊂ X∗(S)⊗Z R =: AS
and the W -invariant metric on AS , we obtain a projection

(6.15) AS → AT ⊂ B(Gσ, F ).
Lemma 6.8. The intersection Gσ ∩ L equals T = ZL(Tf).
Proof. Since σ lies in the series in Irr(G◦f (kF )) parametrized by (Tf(kF ), θf), and

G◦f (kF ) equals PL,f/Lf,0+, the oF -group Tf can be realized in L. Then Tf is a maximal

unramified torus of L, and TfZ(L)◦ is an F -torus in L. Hence
(6.16) Z(L)◦ ⊂ ZG(Tf) = T ⊂ ZG(Tσ) ∩ ZG(Z(L)◦) = Gσ ∩ L.
Consequently, Gσ ∩ L = ZGσ(Z(L)◦) is an F -Levi subgroup of Gσ. By definition,
R(L, S) consists of the roots in R(G,S) that are constant on f. Hence R(L, Tf)
consists of roots that are constant on the image of f in AT via (6.15).

For any α = Dα′ ∈ ∆f,σ, the reflection sα′ of AS stabilizes QJ and the span of

f. Hence it also stabilizes the orthogonal complement f⊥ of the span of f in AS . As
α′ is not constant on f, this is only possible if α|f⊥ = 0. Thus R(L, Tf) and ∆f,σ are

orthogonal: the first is constant on the span of f while the second has f⊥ in its joint
kernel. Consequently,

TσZ(L)◦ =
(⋂

α∈∆f,σ

kerα|Tf
)◦ (⋂

α∈R(L,Tf)
kerα|Tf

)◦
equals TfZ(L)◦. From this and (6.16) we deduce that

Gσ ∩ L = ZG(Tσ) ∩ ZG(Z(L)◦) = ZG(TσZ(L)◦)
equals ZG(TfZ(L)◦) = ZG(Tf) ∩ L = T . □

By the definition of Tσ, we have R(Gσ, Tf) = Q∆f,σ ∩X∗(Tf). Since Gσ is quasi-
split and ZGσ(Tf) = T , this gives R(Gσ, T ) = {α ∈ R(G, T ) : α|Tf ∈ Q∆f,σ}. Let
PGσ ,f = Gσ ∩ Pf be the parahoric subgroup of Gσ associated to the image of f
in AT . Then, similar to (5.3), we have PGσ ,f/Gσ,f,0+

∼= PT,f/Tf,0+ ∼= Tf(kF ). In
particular, θf can be inflated to an irreducible representation of PGσ ,f, and we can
consider the Hecke algebra H(Gσ, PGσ ,f, θf). The cuspidal support of the Bernstein
component Irr(Gσ)(PGσ,f,θf) is Irr(T )(PT,f,θf), so Rep(Gσ)(PGσ,f,θf) is a Bernstein block
in the principal series of the quasi-split group Gσ.

Proposition 6.9. (a) There exists a canonical bijection betweenW (J, σ)∩Sf,aff and
W (∅, θf) ∩ (Sf,aff for Gσ), which preserves the q-parameters in Z≥1.

(b) Part (a) induces an isomorphism between the affine root systems of H(G,Pf, σ)
and H(Gσ, PGσ ,f, θf), such that the parameter functions on both sides agree.
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(c) Part (b) induces an algebra isomorphism H(Waff(J, σ), qσ) ∼= H(Waff(∅, θf), qθ).

Proof. (a) It is clear from the definitions of Tσ and Gσ that ∆f,aff for Gσ is contained
in ∆f,aff for G. By construction, R(L, S) = R(G,S) ∩QD(J), and by Lemma 6.8,

R(L, S) ∩R(Gσ, S) = R(T, S) = ∅.
Hence QD(J) ∩ R(Gσ, S) = ∅, and the elements of J are constant functions on
AT ∩ B(Gσ,der, F ). In particular, ∆aff for Gσ is contained in ∆aff \ J for G.

For α ∈ ∆f,aff such that wJ∪α(J) ̸= −J , sα does not stabilize QJ , and hence does
not stabilize the span of f in AS . It follows that sα cannot stabilize the image of f
in AT , and hence cannot define an element of Sf,aff for Gσ.

For α ∈ ∆f,aff such that WJ∪α(J) = −J , the proof of Lemma 6.3 shows that

sα · θf = θf ⇐⇒ sα ·R
G◦
f (kF )

Tf(kF ) (θf)
∼= R

G◦
f (kF )

Tf(kF ) (θf)

⇐⇒ v(J, α) ·R
G◦
f (kF )

Tf(kF ) (θf)
∼= R

G◦
f (kF )

Tf(kF ) (θf)⇐⇒ v(J, α) · σ ∼= σ.

This provides the required bijection.
(b) The group Waff(J) = ⟨Sf,aff⟩ is realized in [Mor1, Theorem 2.7] as an affine

Weyl group via its action on D(J)⊥ ⊂ AS . On D(J)⊥, v(α, J) coincides with sα, so
the bijection from part (a) extends to a group isomorphism

(6.17) ⟨W (J, σ) ∩ Sf,aff⟩ ∼= ⟨W (∅, θf) ∩ (Sf,aff for Gσ)⟩.
The data Tf(kF ), θf and Lα(kF ) used in Lemma 6.5 (b) are the same for G and for
Gσ. Hence that lemma implies that qσ(v(α, J)) equals qθ(sα), where the latter is
computed from (Gσ, PGσ ,f, θf).

(c) This is a direct consequence of part (b). □

Proposition 6.9 says that H(Waff(J, σ), qσ) is naturally isomorphic to the Iwahori–
Hecke algebra from a Bernstein block of principal series representations of a quasi-
split reductive p-adic group. Hecke algebras and the local Langlands correspondence
for such representations were analyzed in detail in [Sol10].

For α ∈ ∆f,σ we write Tα := (kerα|Tf)◦ ⊂ Tf, and Gα := ZG(Tα). Then Gα is
a Levi subgroup of Gσ containing T , so in particular Gα = Gα(F ) is quasi-split.
Furthermore, since α is defined over F , we have

(6.18) R(Gα, T ) = {β ∈ R(G, T ) : β|Tf ∈ R×α} = {β ∈ R(G, T ) : β|Ts ∈ R×α}.

The data Tf(kF ), θf and Lα(kF ) figuring in Lemma 6.5 can be constructed from Gα
equally well as from Gσ or G. Analogous to Proposition 6.9, this gives the following.

Corollary 6.10. The parameter qσ(v(α, J)) = qθ(sα) equals the q-parameter for sα
in H(Gα, PGα,f, θf).

7. The Hecke algebra of a non-singular depth-zero Bernstein block

We continue the conventions from Section 6, in particular, σ is a non-singular
cuspidal representation of G◦f (kF ) = Pf/Gf,0+. Let σ̂ be an irreducible representation

of Gf(kF ) = P̂f/Gf,0+ whose restriction to G◦f (kF ) contains σ.

Theorem 7.1 ([MoPr2, Mor2]). The pair (P̂f, σ̂) is a type for a single Bernstein

block Rep(G)(P̂f,σ̂)
⊂ Rep(G). Moreover (P̂f, σ̂) is a cover of the type (P̂L,f, σ̂).
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For general results about types and their G-covers, we refer the reader to [BuKu].
For our use, here we record in particular an equivalence of categories

(7.1) Rep(G)(P̂f,σ̂)
∼= Mod - H(G, P̂f, σ̂),

where Mod - R denotes the category of right R-modules.
Since P̂f/Pf is abelian by Lemma 5.1 (a), every alternative σ̂′ is isomorphic to χ⊗σ̂

for some (not necessarily unique) character χ of Ω◦
f . In particular, the multiplicity

m(σ̂, σ) of σ̂ in ind
P̂f

Pf
(σ), which equals the multiplicity of σ in σ̂, is independent of

the choice of σ̂. Therefore, we have

(7.2) ind
P̂f

Pf
(σ) ∼= Cm(σ̂,σ) ⊗

⊕
σ̂ contains σ

σ̂ and

(7.3) H(P̂f, Pf, σ) = EndP̂f

(
ind

P̂f

Pf
(σ)

) ∼=Mm(σ̂,σ)(C)⊗
⊕

σ̂ contains σ

C idVσ̂ .

Recall moreover from [BuKu] that there are natural algebra isomorphisms

H(G,Pf, σ) ∼= EndG
(
indGPf

(σ)
)
= EndG

(
indG

P̂f
ind

P̂f

Pf
(σ)

)
and

H(G, P̂f, σ̂) ∼= EndG
(
indG

P̂f
(σ̂)

)
.

(7.4)

We choose a decomposition of P̂f-representations

(7.5) ind
P̂f

Pf
(σ) = σ̂ ⊕ π̂.

By (7.2) and (7.4), we see that (7.5) induces an algebra embedding

(7.6) H(G, P̂f, σ̂) ↪→ H(G,Pf, σ),

as already noted in [Mor2, p. 150]. The unit element Te of H(G,Pf, σ) can be

identified with σ : Pf → EndC(Vσ). Let T̂e ∈ H(P̂f, Pf, σ) be the minimal idempotent

whose kernel is π̂ and whose image equals σ̂ as in (7.5). Then T̂e ∈ H(G,Pf, σ) is

the image of the unit element of H(G, P̂f, σ̂) via (7.6).

Let Gf,σ̂ be the stabilizer of σ̂ ∈ Irr(P̂f) in Gf, and let Ω(J, σ̂) denote its image in

(7.7) Ω(J, σ)P̂f/P̂f
∼= Ω(J, σ)Ω0

f /Ω
0
f
∼= Ω(J, σ)/Ω0

f,σ.

Note that by Lemma 5.1 (b), Ω(J, σ̂) is isomorphic to a lattice in X∗(Z(G))⊗Z R.

Theorem 7.2. There are algebra isomorphisms

H(G, P̂f, σ̂) ∼= T̂eH(G,Pf, σ)T̂e ∼= H(Waff(J, σ), qσ)⋊C[Ω(J, σ̂), µσ̂].

The support of H(G, P̂f, σ̂) is P̂f(Waff(J, σ)⋊Ω(J, σ̂))P̂f, and this algebra has a basis
indexed by Waff(J, σ)⋊ Ω(J, σ̂).

Proof. The first isomorphism follows from (7.5) and the construction of T̂e. The

support of T̂e ∈ H(G,Pf, σ) is P̂f,σ/Pf = Ω0
f,σ, which by Lemma 5.2 is central in

W (J, σ). By the multiplication relations in Theorem 6.1, T̂e commutes with each
Tsα and hence with H(Waff(J, σ), qσ). By Theorem 6.1, we deduce

(7.8) T̂eH(G,Pf, σ)T̂e ∼= H(Waff(J, σ), qσ)⋊ T̂eC[Ω(J, σ), µσ]T̂e.
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Here T̂eC[Ω(J, σ), µσ]T̂e is isomorphic to the subalgebra of H(G, P̂f, σ̂) supported on

P̂fΩ(J, σ̂)P̂f = Ω(J, σ̂)P̂f, so it equals H(Ω(J, σ̂)P̂f, P̂f, σ̂) and has a basis indexed

by Ω(J, σ̂)P̂f/P̂f = Ω(J, σ̂). This shows the claims about the support and a basis of

H(G, P̂f, σ̂). For any g ∈ Ω(J, σ̂)P̂f ⊂ Gf, an element T̂g ∈ H(Ω(J, σ)P̂f, P̂f, σ̂) with

support P̂fgP̂f is determined by a nonzero element

(7.9) T̂g(g) ∈ HomP̂L,f
(σ̂, g · σ̂)

unique up to scalars, and T̂g(g)
−1 ∈ HomP̂L,f

(σ̂, g−1 · σ̂) determines an element T̂g−1

which is the inverse of T̂g. Furthermore, T̂gT̂h ∈ C×T̂gh by uniqueness up to scalars.
We do this for g running through a set of representatives ġ for Ω(J, σ̂). The formula

(7.10) T̂ġT̂ḣ = µσ̂(ġ, ḣ)T̂ġh

defines a 2-cocycle µσ̂ on Ω(J, σ̂). The cocycle relation follows from the associativity

of H(Ω(J, σ)P̂f, P̂f, σ̂). □

Theorem 7.2 also tells us that the stabilizer of σ̂ ∈ Irr(P̂L,f) in W (J, σ)Ω0
f /Ω

0
f is

(7.11) W (J, σ̂) :=Waff(J, σ)⋊ Ω(J, σ̂).

7.1. The supercuspidal case.
To better understand the isomorphisms in Theorem 7.2, we first assume that the

associated Bernstein block of G consists only of supercuspidal representations. This
happens if and only if f is a minimal facet of B(G, F ). In this case L = G and
Waff(J, σ) is trivial. We will treat the general case in §7.2.

Corollary 7.3. Suppose that f is a minimal facet of B(G, F ). Then

H(G, P̂f, σ̂) ∼= C
[
W (J, σ̂), µσ̂

]
.

Proof. The minimality of f implies that ∆aff \ J contains at most one element from
each F -simple factor of G. Hence ∆f,aff is empty and |Waff(J, σ)| = 1. By (7.11),
Ω(J, σ̂) equals W (J, σ̂). Now the isomorphism is clear by Theorem 7.2. □

Note that in the special case where σ is moreover regular, a more precise version
of Corollary 7.3 was already known in [Oha1, Corollary 5.5].

We now make the supercuspidal G-representations arising from (P̂f, σ̂) more ex-

plicit. Let σ′ be an irreducible representation of Gf whose restriction to P̂f contains
σ̂. By [MoPr2, Propositions 6.6 and 6.8], we know that

(7.12) τ := indGGf
(σ′)

is an irreducible supercuspidal G-representation, and that every object of Irr(G)(P̂f,σ̂)

is of this form for some extension σ′ as above.
Let G1 be the group generated by all compact subgroups of G, or equivalently

the intersection of the kernels of all the unramified characters of G.

Lemma 7.4. Suppose that f is a minimal facet of B(G, F ). Let τ1 be an irreducible
subrepresentation of ResGG1(τ). Then indGG1(τ1) ∼= indG

P̂f
(σ̂).
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Proof. By assumption, the image of f in B(Gad, F ) is just one point, and by con-

struction G1 acts trivially on X∗(Z(G))⊗Z R. Thus Gf ∩G1 = P̂f. We claim that

(7.13) τ1 := indG
1

P̂f
(σ̂)

is irreducible. The intertwining set of σ̂ ∈ Irr(P̂f) is defined as

{g ∈ G : HomP̂f∩gP̂fg−1(σ̂, g · σ̂) ̸= 0}.

It equals the support of H(G, P̂f, σ̂), which by Theorem 6.1 is Gf,σ̂. Since P̂f equals

Gf,σ̂ ∩G1, the intertwining of σ̂ ∈ Irr(P̂f) in G
1 equals P̂f. This implies the claimed

irreducibility of τ1. By the transitivity of induction, we have

(7.14) indGG1(τ1) = indGG1 ind
G1

P̂f
(σ̂) = indG

P̂f
(σ̂).

By Frobenius reciprocity, HomG1(τ1, τ) ∼= HomP̂f
(σ̂, indGGf

(σ′)) ⊂ HomP̂f
(σ̂, σ′) ̸=

0. Hence this τ1 is indeed a subrepresentation of ResGG1(τ). By the irreducibility of
τ , every alternative τ2 for τ1 is isomorphic to g · τ1 for some g ∈ G. In particular the
choice of τ1 does not affect indGG1(τ1). □

Since the supercuspidal Bernstein component Irr(G)(P̂f,σ̂)
∼= Irr - H(G, P̂f, σ̂) has

the structure of a complex torus, it is isomorphic to the space of irreducible repre-
sentations of a lattice. This suggests that it is possible to get rid of the 2-cocycle
µσ̂ in Corollary 7.3. It turns out that is indeed the case, at the cost of passing to a
smaller lattice. We write

(7.15) ZW (J, σ̂) := {w ∈W (J, σ̂) : TvTw = TwTv for all v ∈W (J, σ̂)}.
As a subgroup of a lattice, ZW (J, σ̂) is again a lattice. We pick a basisB, and for z =∑
b∈B

nbb ∈ ZW (J, σ̂), we rescale Tz to
∏
b∈B

Tnb
b . By (7.15), this is well-defined. Next

we choose a set of representatives ẇ for W (J, σ̂)/ZW (J, σ̂), and we rescale Tẇz =

TẇTz = TzTẇ. This allows us to make µσ̂ factor through
(
W (J, σ̂)/ZW (J, σ̂)

)2
.

Together with the commutativity of W (J, σ̂) = Ω(J, σ̂), we obtain

(7.16) Z
(
C[W (J, σ̂), µσ̂]

)
= C[ZW (J, σ̂)].

By [Mor1, §7.13], it is easy to see that ZW (J, σ̂) contains the image in W (J, σ̂) of
the maximal central F -split torus of G. This image has finite index in the lattice
W (J, σ̂), because it has the same rank by Lemma 5.1(b). Thus [W (J, σ̂) : ZW (J, σ̂)]
is finite.

Let Xnr(G, τ) be the stabilizer of τ ∈ Irr(G)(P̂f,σ̂)
in Xnr(G). There is a bijection

(7.17) Xnr(G)/Xnr(G, τ)
∼−→ Irr(G)[G,τ ] : χ 7→ χ⊗ τ

Recall from (7.13) that
(
indG

1

P̂f
(σ̂), indG

1

P̂f
(Vσ̂)

)
is an irreducible G1-subrepresentation

of τ . As in [Sol5, §2], we define

G2
τ :=

⋂
χ∈Xnr(G,τ)

kerχ,

G3
τ := {g ∈ G : g · indG1

P̂f
(Vσ̂) = indG

1

P̂f
(Vσ̂)},

G4
τ := {g ∈ G : g · indG1

P̂f
(σ̂) ∼= indG

1

P̂f
(σ̂)}.
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With these notations, [Sol5, Lemma 10.1.b] says that

(7.18) W (J, σ̂) = G4
τ/G

1, ZW (J, σ̂) = G2
τ/G

1

and C[G3
τ/G

1] is a maximal commutative subalgebra of C[W (J, σ̂), µσ̂]. LetO(Xnr(G)
be the ring of regular functions on the complex algebraic variety Xnr(G). By (7.17),
we obtain algebra isomorphisms

(7.19) C[ZW (J, σ̂) ∼= C[G2
τ/G

1] ∼= O(Xnr(G)/Xnr(G, τ)) ∼= O(Irr(G)[G,τ ]),

determined entirely by the choice of τ . We write CW (J, σ̂) := G3
τ/G

1, such that
there are finite index inclusions of lattices

(7.20) ZW (J, σ̂) ⊂ CW (J, σ̂) ⊂W (J, σ̂).

By [Roc, Lemma 1.6.3.1], we know that

[W (J, σ̂) : CW (J, σ̂)] = [CW (J, σ̂) : ZW (J, σ̂)]

equals the multiplicity of τ1 in ResGG1(τ). For an open subset U ⊂ Irr(ZW (J, σ̂)),
let Can(U) be the algebra of analytic functions on U . The analytic localization of
C[W (J, σ̂), µσ̂] at U is defined as

(7.21) C[W (J, σ̂), µσ̂]
an
U := C[W (J, σ̂), µσ̂]⊗C[ZW (J,σ̂)] C

an(U).

The finite-length modules of this algebra are precisely those finite-length modules
of C[W (J, σ̂), µσ̂], all whose C[ZW (J, σ̂)]-weights belong to U , cf. [Opd, Proposition
4.3]. Similarly, we can define the analytic localization of C[W (J, σ̂), µσ̂] with respect

to an open subset Ũ of Irr(CW (J, σ̂)). We denote this module by C[W (J, σ̂), µσ̂]
an
Ũ
.

If Ũ is the full preimage of a subset U ⊂ Irr(ZW (J, σ̂)), then it acquires an algebra
structure via the natural isomorphism

(7.22) C[W (J, σ̂), µσ̂]
an
Ũ
∼= C[W (J, σ̂), µσ̂]

an
U

Proposition 7.5. Assume that L = G.

(a) Suppose that the inverse image of U in Irr(CW (J, σ̂)) is homeomorphic to a
disjoint union of d = [CW (J, σ̂) : ZW (J, σ̂)] copies of U . Then the algebras
C[W (J, σ̂), µσ̂]

an
U and Can(U) are Morita equivalent.

(b) The algebras C[W (J, σ̂), µσ̂] and C[ZW (J, σ̂)] have equivalent categories of finite-
length modules. The equivalence sends any irreducible C[W (J, σ̂), µσ̂]-module to
its central character.

Proof. (a) Write the inverse image of U in Irr(CW (J, σ̂)) as U1 ⊔ · · · ⊔ Ud, where
each Ui projects homeomorphically onto U . Then we have

C[CW (J, σ̂)] ⊗
C[ZW (J,σ̂)]

Can(U) ∼= Can(U1)⊕ · · · ⊕ Can(Ud),

and this is a subalgebra of C[W (J, σ̂), µσ̂]
an
U . Then we have

(7.23) C[W (J, σ̂), µσ̂]
an
U =

⊕d

i,j=1
1UiC[W (J, σ̂), µσ̂]

an
U 1Uj ,

where 1Ui denotes the indicator function of Ui. The commutator map

(w, v) 7→ TwTvT
−1
w T−1

v ∈ C×

induces a non-degenerate skew-symmetric bicharacter on W (J, σ̂)/ZW (J, σ̂). It is
trivial on (CW (J, σ̂)/ZW (J, σ̂))2, so it induces an isomorphism

(7.24) W (J, σ̂)/CW (J, σ̂)
∼−→ Irr(CW (J, σ̂)/ZW (J, σ̂)).
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For each i, j, there is a unique character χij ∈ Irr(CW (J, σ̂)/ZW (J, σ̂)) such that
Ui = χij ⊗ Uj . Hence there exists a wij ∈ W (J, σ̂), unique up to CW (J, σ̂), such
that Twij1UjT

−1
wij
∈ C1Ui . Now (7.23) simplifies to

C[W (J, σ̂), µσ̂]
an
U =

⊕d

i,j=1
1UiTwijC

an(Uj)1Uj .

This algebra is isomorphic toMd(C)⊗CC
an(U1), hence Morita equivalent to Can(U1),

which is isomorphic to Can(U).
(b) By part (a) and [Opd, Proposition 4.3], the category of those finite-length
C[W (J, σ̂), µσ̂]-modules all whose C[ZW (J, σ̂)]-weights belong to U , is equivalent
to the analogous category for C[ZW (J, σ̂)].

We cover Irr(ZW (J, σ̂)) by a collection of open sets U that satisfy the condition of
part (a). This is possible because every sufficiently small open ball in Irr(ZW (J, σ̂))
has the required property. Combining the previous observations for all such U , we
find the desired statement for all finite-length modules.

The explicit description of the map on irreducible modules follows from the
construction in part (a), i.e. that preserves Can(U)-weights and hence preserves
C[ZW (J, σ̂)]-weights. □

We indicate a full subcategory of finite-length objects by a subscript fl. By (7.1),
Corollary 7.3 and Proposition 7.5, the categories

(7.25) Repfl(G)(P̂f,σ̂)
, Modfl - H(G, P̂f, σ̂) and Repfl(ZW (J, σ̂))

are equivalent. However, if ZW (J, σ̂) ̸=W (J, σ̂), then it seems that (7.25) does not
extend to representations of arbitrary length, because C[ZW (J, σ̂)] and C[W (J, σ̂), µσ̂]
are not Morita equivalent.

7.2. The non-supercuspidal case.
We return to the case where the facet f is not necessarily minimal. Recall that

the group W (G,L) = NG(L)/L acts on Irr(L) and on the isomorphism classes in
Rep(L). Let W (G,L)σ̂ be the stabilizer of Rep(L)(PL,f,σ̂) (as in Theorem 7.1) in

W (G,L). In other words, W (G,L)σ̂ is the finite group attached to the Bernstein
component Irr(L)(PL,f,σ̂) as in (1.4).

Lemma 7.6. (a) The category Rep(L)(P̂L,f,σ̂)
determines (P̂L,f, σ̂) up to L-conjugacy.

(b) The natural map W (J, σ̂)/WL(J, σ̂)→W (G,L)σ̂ is an isomorphism.

Proof. (a) By Lemma 5.3 (a), Rep(L)(P̂L,f,σ̂)
determines the L-conjugacy class of

(PL,f, σ). The irreducible representations π of P̂L,f such that (P̂L,f, π) is a type for

Rep(L)(P̂L,f,σ̂)
are precisely those for which indL

P̂L,f
π contains σ̂. This happens if and

only if g · π ∼= σ̂ for some g ∈ Lf, and in which case g · (P̂L,f, π) ∼= (P̂L,f, σ̂). Hence

L · (P̂L,f, σ̂) is uniquely determined by Rep(L)(P̂L,f,σ̂)
.

(b) Using part (a), this can be shown in the same way as Lemma 5.3 (b). □

For L as in (5.3), Lemma 5.1 and Corollary 7.3 hold with L instead of G. Let
WL be the Iwahori–Weyl group of (L, S) and abbreviate CWL(J, σ̂) := L3

τ/L
1. By

Lemma 5.1 (b), CWL(J, σ̂) is canonically isomorphic to a lattice in X∗(Z(L))⊗Z R.

Lemma 7.7. (a) The affine Weyl group Waff(J, σ) is the semidirect product of a
finite Weyl group W (Rσ) with the normal subgroup of translations T (J, σ).
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(b) The group WL(J, σ) ∩Waff equals T (J, σ), and can be represented by elements
of Z◦(L).

Proof. (a) This is an aspect of the general structure of affine Weyl groups, see for
example [Bou, Chapitre VI.2]. The reference also shows that the group of translations
T (J, σ) is generated by the finite root system from this setup.

(b) By Lemma 5.1 (b) and (5.2), WL(J, σ) ∩Waff is a group of translations. By
part (a) for Waff , the lattice of translations T (J, σ) in Waff is generated by the
elements α∨(ϖ−1

F ) with α in a finite root system Rσ. As α∨ takes values in S, all
translations in Waff can be represented by elements of S. We can also represent
them in X∗(S), if we identify it with {t(ϖ−1

F ) : t ∈ X∗(S)}. Here it is convenient to
use the inverse of a uniformizing element ϖF of oF : this is compatible with [Sol5,
Appendix A] because |ϖ−1

F |F > 1. If such an element t(ϖ−1
F ) belongs to WL(J, σ),

then it translates AS in a direction in X∗(Z(L)) ⊗Z R. Hence it is orthogonal to
R(L, S), which means that t(ϖ−1

F ) ∈ Z◦(L).
Conversely, the constructions of Sf,aff,σ and ∆f,aff,σ show that Rσ consists of roots

of (G,Z(L)◦). There α∨(ϖ−1
F ) ∈ Z(L)◦ for all α ∈ Rσ, and T (J, σ) ⊂WL(J, σ). □

By Theorem 7.1 and [BuKu, §8], H(L, P̂L,f, σ̂) embeds in H(G, P̂f, σ̂). We prefer
to use the renormalized version

(7.26) H(L, P̂L,f, σ̂) ↪→ H(G, P̂f, σ̂)

that respects parabolic induction, as in [Sol2, Condition 4.1 and Lemma 5.1]. The
image of (7.26), however, does not depend on such a normalization.

Lemma 7.8. (a) Via (7.26), we have

H(L, P̂L,f, σ̂) ∩H(Waff(J, σ), qσ) = C[T (J, σ)] = C[ZWL(J, σ̂)] ∩H(Waff(J, σ), qσ).

(b) The conjugation action of Ω(J, σ̂) on H(G, P̂f, σ̂), from Theorems 6.1 and 7.2,

stabilizes H(L, P̂L,f, σ̂) and C[ZWL(J, σ̂)].

Proof. (a) By Lemma 7.7, the first intersection is precisely the maximal commu-
tative subalgebra C[T (J, σ)] of the Bernstein presentation of H(Waff(J, σ), qσ). By
Theorem 7.2, the 2-cocycle µσ̂ is trivial on C[T (J, σ)], thus C[T (J, σ)] commutes

with H(L, P̂L,f, σ̂) by Corollary 7.3 and Lemma 5.3. Then by Proposition 7.5, it is
already contained in the image of C[ZWL(J, σ)].
(b) By the remark after (5.9), the inverse image of NW (WJ) in NG(S) normalizes L.
Therefore, conjugation by elements of Ω(J, σ̂) (which is well-defined by Theorem 7.2)
stabilizes the image of (7.26). Hence conjugation by such elements also stabilizes

the center of H(L, P̂L,f, σ̂), which by (7.16) is precisely C[ZWL(J, σ̂)]. □

By Lemma 7.8 (a), H(G, P̂f, σ̂) contains the affine Hecke algebra

(7.27)

H(G, P̂f, σ̂)
◦ := H(Waff(J, σ), qσ)C[ZWL(J, σ̂)]

= H(Waff(J, σ), qσ) ⊗
C[T (J,σ)]

C[ZWL(J, σ̂)]

= H(W (Rσ), qσ)⊗C C[ZWL(J, σ̂)].

By Lemma 7.8 (b), the action of Ω(J, σ̂) on H(G, P̂f, σ̂) stabilizes H(G, P̂f, σ̂)
◦.

We now introduce a new facet fσ ⊂ f ∩ B(Gad, F ) as follows. We use the notation
f =

∏
i f
i, where i runs through an indexing set for the simple factors of G. For each
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simple factor Gi of G such that ∆f,aff,σ contains elements from Gi, we denote by fiσ
the facet of B(Gi) that is contained in C0 and lies in the zero set of ∆aff \∆f,aff,σ.
For each simple factor Gi of G such that ∆f,aff,σ contains no elements from Gi, we
set fiσ := fi. Finally, we define fσ :=

∏
i f
i
σ.

The finite Weyl group from Lemma 7.7(a) arises as the Waff(J, σ)-stabilizer of a
special vertex of fσ. For the simple factors Gi that do not contribute to Waff(J, σ),
this does not pose any condition on the vertex, so we make it more explicit. If Gi

contributes to Waff(J, σ), let y
i
σ be a special vertex of fiσ; otherwise, let y

i
σ be the

barycentre of fi. Then yσ =
∏
i y
i
σ is a point of the building B(Gad, F ). The set

∆aff,σ,yσ = {α ∈ ∆f,aff,σ : α(yσ) = 0}
is a basis of a finite root system whose Weyl group Waff(J, σ)yσ is isomorphic to
Waff(J, σ)/T (J, σ). It follows that ∆σ,yσ := D(∆aff,σ,yσ) is a basis for a root sub-
system Rσ ⊂ R(G,S) with Weyl group W (Rσ) ∼= Waff(J, σ)yσ . This Rσ can be
identified with the root system from the proof of Lemma 7.7. Let R(G,S)+ be a
positive system in R(G,S) containing ∆σ,yσ . Using R(G,S)+, we can define stan-
dard parabolic subgroups of G containing ZG(S). Indeed, let Q ⊂ G be the parabolic
F -subgroup with Levi factor L and R(G,S)+ ⊂ R(Q,S). By Lemma 7.4 and [Oha2,
Lemma 3.2 and Proposition 3.3], there are canonical isomorphisms

(7.28) IGQ
(
indLL1(τ1)

) ∼= IGQ
(
indL

P̂L,f
(σ̂)

) ∼= indG
P̂f
(σ̂),

which induce canonical algebra isomorphisms

(7.29) H(G, P̂f, σ̂) ∼= EndG
(
indG

P̂f
(σ̂)

) ∼= EndG
(
IGQ(ind

L
L1(τ1))

)
.

The algebra EndG
(
IGQ(ind

L
L1τ1)

)
in (7.29) was studied in [Sol5], and later compared

with H(G,Pf, σ) and with H(G, P̂f, σ̂) in [Oha2]. Recall from Theorem 7.2 that

H(G,Pf, σ) and H(G, P̂f, σ̂) have the same underlying affine Weyl group and the
same q-parameters. The group W (J, σ)/Ω0

f acts naturally on the finite root sys-
tem Rσ underlying the affine root system with basis ∆f,aff,σ, with the subgroup of
translations Xσ acting trivially. The group

(7.30) W (G,L)σ̂ ∼=W (J, σ̂)/WL(J, σ̂)

from Lemma 7.6 (b) acts naturally on Rσ, and this action comes from the action of
W (G,S) on R(G,S). The Weyl groupW (Rσ) ∼=Waff(J, σ)yσ acts simply transitively
on the collection of positive systems in Rσ. Let H∆,σ̂ be the stabilizer of ∆σ,yσ in
W (J, σ̂) and let Γσ̂ := H∆,σ̂/WL(J, σ̂) be the stabilizer of ∆σ,yσ in (7.30). Then
H∆,σ̂ is complementary to Waff(J, σ)yσ in W (J, σ̂), and by [Sol5, (3.2)] we have

(7.31) W (G,L)σ̂ ∼=W (Rσ)⋊ Γσ̂.

Here Γσ̂ is the stabilizer of the positive system R+
σ = R(G,S)+ ∩Rσ or equivalently

of the basis ∆σ = D(∆σ,yσ) of Rσ.

Let s denote the inertial equivalence class of [L, τ ] for Rep(G). Like indG
P̂f
(σ̂),

the G-representation Πs := IGQ(ind
L
L1(τ)) is a projective generator of Rep(G)[L,τ ]

(see for example [Ren]). In fact it is isomorphic to a finite direct sum of copies of
IGQ(ind

L
L1(τ1)) ∼= indG

P̂f
(σ̂). Such an isomorphism can be constructed as follows. Write

τ =
⊕

l∈L/L3
τ

l · τ1,
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where L3
τ is the stabilizer of Vτ1 ⊂ Vτ in L, and l runs through a set of representatives

for L/Lτ . Translation by l gives an isomorphism indLL1(l · τ1)
∼−→ indLL1(τ1), which

induces to an isomorphism

(7.32) Πs
∼=

⊕
l∈L/L3

τ

IGQ(ind
L
L1(τ1)).

Via (7.32) and (7.29), we embed H(G, P̂f, σ̂) diagonally in EndG(Πs). In [Sol5,
Proposition 2.2], it is shown how C[Xnr(L, τ), ♮] embeds in EndG(Πs) for a certain
2-cocycle ♮. Combined with [Sol5, Lemma 2.1], one deduces that Irr(L/L3

τ ) is a
subgroup of Xnr(L, τ), maximal for the property that its group algebra embeds
naturally in C[Xnr(L, τ), ♮]. By (7.32), we have

(7.33) Π
Irr(L/L3

τ )
s

∼= IGQ(ind
L
L1(τ1)).

On the other hand, the multiplication action of O(Xnr(L)) ∼= C[L/L1] on indLL1(τ)
gives embeddings

C[L/L1] ↪→ EndL(ind
L
L1(τ)) ↪→ EndG(Πs).

The Weyl group of the root system

(7.34) Rσ,τ = {α ∈ Rσ : sα(τ) ∼= τ}

stabilizes τ . The stabilizer of τ in W (Rσ)⋊ Γσ̂ acts on Rσ,τ , and can be written as

(7.35)
(
W (Rσ)⋊ Γσ̂

)
τ
=W (Rσ,τ )⋊ Γσ̂,τ ,

where Γσ̂,τ is the stabilizer of the set of positive roots in Rσ,τ . Along the covering

(7.36) Xnr(L)→ Irr(L)(P̂L,f,σ̂)
: χ 7→ χ⊗ τ,

every element of W (Rσ)⋊ Γσ̂ can be lifted to a diffeomorphism of Xnr(L), and the
elements that stabilize τ can be lifted to Lie group automorphisms of Xnr(L). This
gives rise to a finite group W (L, τ,Xnr(L)) of diffeomorphisms of Xnr(L); see [Sol5,
§3]. It fits into a short exact sequence

(7.37) 1→ Xnr(L, τ)→W (L, τ,Xnr(L))→W (Rσ)⋊ Γσ̂ → 1

and contains a subgroup canonically isomorphic to
(
W (Rσ)⋊ Γσ̂

)
τ
.

Proposition 7.9. (a) We have the following identifications as vector spaces

EndG(Πs) =
⊕

l∈L/L3
τ

C{l} ⊗H(G, P̂f, σ̂)⊗ C[Irr(L/L3
τ )]

= O(Xnr(L))⊗H(W (Rσ), qσ)⊗
⊕

γ∈H∆,σ̂/WL(J,σ̂)

CTγ ⊗ C[Xnr(L, τ), ♮].

(b) The linear subspace O(Xnr(L))⊗H(W (Rσ), qσ) is an affine Hecke algebra, and
the conjugation action of Xnr(L, τ) ⊂ C[Xnr(L, τ), ♮]

×/C× on it is given by trans-
lations on O(Xnr(L)).

Proof. (a) By (7.32), we have EndG(Πs) ∼=M[L:L3
τ ]
(C)⊗CH(G, P̂f, σ̂). The elements

l ∈ L/L3
τ permute the different copies in (7.32), and by [Sol5, §2] so do the elements

of Irr(L/L3
τ ). Furthermore, by [Sol5, §5.1],⊕

l∈L/L3
τ

C{l} ⊗ C[Xnr(L, τ), ♮] ⊂ O(Xnr(L))⊗ C[Xnr(L, τ), ♮]
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embeds in EndG(Πs). This establishes the first equality of vector spaces. By (7.30),
(7.31) and Theorem 7.2, we deduce that (as vector spaces)

H(G, P̂f, σ̂) = C[WL(J, σ̂)]⊗H(W (Rσ), qσ)⊗
⊕

γ∈H∆,σ̂/WL(J,σ̂)
CTγ .

We also note that⊕
l∈L/L3

τ

C{l} ⊗ C[CWL(J, σ̂)] ∼=
⊕

l∈L/L3
τ

C{l} ⊗ C[L3
τ/L

1] ∼= C[L/L1] = O(Xnr(L)).

It follows from (7.24) that, also as vector spaces,

C[WL(J, σ̂)/CWL(J, σ̂)]⊗ C[Irr(L/L3
τ )]
∼= C[Irr(L3

τ/L
2
τ )]⊗ C[Irr(L/L3

τ )]

∼= C[Irr(L/L2
τ )]
∼= C[Xnr(L, τ)].

These observations imply the second equality of vector spaces.
(b) The cross relations between O(Xnr(L)/Xnr(L, τ)) and Tsα can be found for in-
stance in [Sol4, Definition 1.11]. These are also multiplication relations in

H(Waff(J, σ), qσ)O(Xnr(L)/Xnr(L, τ)),

and they show that Tsα (for α ∈ Rσ) commutes with O(Xnr(L)/Xnr(L, τ))
sα . Com-

paring these with the multiplication relations in EndG(Πs) from [Sol5, Corollary
5.8], we deduce that the image of Tsα in C(Xnr(L)) ⊗O(Xnr(L)) EndG(Πs) lies in
C(Xnr(L)) ⊕ C(Xnr(L))Tsα , where Tsα is as in [Sol5, §5], and it acts on O(Xnr(L))
just like sα. The cross relations for Tsα can be deduced from the expression of Tsα
in terms of Tsα (see [Sol5, (6.25)]).

Since the action of W (Rσ) on Xnr(L)/Xnr(L, τ) lifts canonically to Xnr(L), the
cross relations for Tsα lift to O(Xnr(L)). Hence O(Xnr(L)) and the Tsα generate an
affine Hecke algebra in the sense of [Sol4, Definition 1.11]. The conjugation action
of Xnr(L, τ) is given by [Sol5, (5.16) and Corollary 5.18]. □

The group Irr(L/L3
τ ) is embedded in EndG(Πs), hence has two commuting actions

on that algebra: by left and right multiplications. It follows from (7.33) that

(7.38) H(G, P̂f, σ̂) = EndG
(
IGQ(ind

L
L1(τ1))

)
= EndG(Πs)

Irr(L/L3
τ )×Irr(L/L3

τ ).

Since O(Xnr(L)/Irr(L/L
3
τ ))
∼= C[L3

τ/L
1], this is consistent with Proposition 7.9.

For an open subset U ⊂ Xnr(L), we define

(7.39) EndG(Πs)
an
U := EndG(Πs)⊗O(Xnr(L)) C

an(U).

If U is W (L, τ,Xnr(L))-stable, then this is an algebra, because it can be realized as

(7.40) EndG(Πs)
an
U = EndG(Πs)⊗O(Xnr(L))W (L,τ,Xnr(L)) Can(U)W (L,τ,Xnr(L)),

and O(Xnr(L))
W (L,τ,Xnr(L)) is central in EndG(Πs).

Recall that C[L3
τ/L

1] = C[CWL(J, σ̂)] is a maximal commutative subalgebra

of H(G, P̂f, σ̂). For H(G, P̂f, σ̂), analytic localization can be defined similarly as
in (7.21), and there is a variant with Irr(CWL(J, σ̂)) = Irr(L3

τ/L
1) instead of

Irr(ZWL(J, σ̂)) = Irr(L2
τ/L

1). In the situation where we have a W (L, τ,Xnr(L))-
stable U , these two versions of analytic localization agree by (7.22), i.e. we have

H(G, P̂f, σ̂)
an
U |

L3
τ

∼= H(G, P̂f, σ̂)
an
U |

L2
τ

.

Let Uτ be a neighborhood of 1 in Xnr(L), which covers Irr(L)sL via the operation
⊗τ from (7.36). (In [Sol5], this Uτ is called Uu.) We assume that Uτ satisfies [Sol5,
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Condition 6.3], which means that Uτ is sufficiently small and wUτ∩Uτ = ∅ whenever
w ∈W (L, τ,Xnr(L)) and w1 ̸= 1. We write U =W (L, τ,Xnr(L))Uτ , such that

Can(U) =
⊕

w∈W (L,τ,Xnr(L))/(L,τ,Xnr(L))1

1wUτC
an(U),

where 1X denotes the indicator function of a set X.

Lemma 7.10. For w1, w2 ∈ W (L, τ,Xnr(L)), there is a canonical isomorphism of

vector spaces 1w1UτEndG(Π[L,τ ])
an
U 1w2Uτ

∼= 1w1Uτ |L3
τ
H(G, P̂f, σ̂)

an
U |

L3
τ

1w2Uτ |L3
τ
.

Proof. Since wUτ ∩ Uτ = ∅ for w ∈W (L, τ,Xnr(L)) \W (L, τ,Xnr(L))1, we have

1Irr(L/L3
τ )w1Uτ

EndG(Πs)
an
U 1Irr(L/L3

τ )w2Uτ
=

⊕
χ1,χ2∈Irr(L/L3

τ )

1χ1w1UτEndG(Πs)
an
U 1χ2w2Uτ .

Here Irr(L/L3
τ )

2 acts freely, so this space contains

1w1UτEndG(Πs)
an
U 1w2Uτ

∼=
(
1Irr(L/L3

τ )w1Uτ
EndG(Πs)

an
U 1Irr(L/L3

τ )w2Uτ

)Irr(L/L3
τ )

2

.

By (7.40) and (7.38), we can rewrite the right hand side as

1Irr(L/L3
τ )w1Uτ

(
EndG(Πs)

Irr(L/L3
τ )

2 ⊗
O(Xnr(L))/W (L,τ,Xnr(L))

Can(U)W (L,τ,Xnr(L))
)
1Irr(L/L3

τ )w2Uτ

= 1Irr(L/L3
τ )w1Uτ

H(G, P̂f, σ̂)
an
U |

L3
τ

1Irr(L/L3
τ )w2Uτ

= 1w1Uτ |L3
τ
H(G, P̂f, σ̂)

an
U |

L3
τ

1w2Uτ |L3
τ
. □

8. Hecke algebras for non-singular depth-zero Langlands parameters

8.1. Preliminaries.
Consider an enhanced supercuspidal L-parameter (φ, ρ) for a Levi subgroup L of

G. Via (3.15) and the natural isomorphism

Xnr(L) ∼= ((Z(L∨)IF )WF
)◦

from [Hai, §3.3.1], Xnr(L) acts on Φe(L).
The Bernstein component of Φe(L) containing (φ, ρ) will be denoted

(8.1) s∨L := Xnr(L) · (φ, ρ) =
{
(zφ, ρ) : z ∈ ((Z(L∨)IF )WF

)◦
}
.

By s∨, we are referring to s∨L considered as an inertial equivalence class for Φe(G).
Recall the cuspidal support map Sc for enhanced Langlands parameters from [AMS1,
§7], extended to the setting with rigid inner twists in [DiSc]. It associates, to every
enhanced L-parameter (ψ, ϵ) for G, a triple Sc(ψ, ϵ) = (L′, ψ′, ϵ′), where L′ ⊂ G is
a Levi subgroup and (ψ′, ϵ′) is a cuspidal enhanced L-parameter for L′. The map
Sc preserves ψ|IF , so in particular sends the depth-zero parameters to depth-zero
parameters (but maybe of other groups). We write

(8.2) Φe(G)
s∨ := Sc−1({L} × s∨L).

By definition, this is a Bernstein component of Φe(G). If s∨L consists of depth-zero

enhanced L-parameters, then Φe(G)
s∨ ⊂ Φ0

e(G). To Φe(G)
s∨ , [AMS3, §3] associates

a twisted affine Hecke algebra H(s∨, q1/2F ), which is a specialization of an algebra
H(s∨, z) with an invertible formal variable z. However, [AMS3] works for (normal,
non-rigid) inner twists of G and for enhancements of L-parameters based on the
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component groups introduced in [Art2]. We need to check that [AMS3] also applies
in the current setting.

Lemma 8.1. The construction of H(s∨, z) in [AMS3, §3] (for an arbitrary Bern-

stein component Φe(G)
s∨) can be adapted so that it also works in our setting with

rigid inner twists of reductive F -groups and component groups π0(S
+
φ ) for Langlands

parameters φ. All the results in [AMS3, §3] remain valid for the adapted version of
the twisted affine Hecke algebra H(s∨, z).

Proof. Essentially, all the arguments in [AMS3, §3] rely on [AMS1, §1–5], [AMS2,
§2–4] and [AMS3, §1–2], which apply to arbitrary (possibly disconnected) complex
reductive groups. The specific setup involving enhanced L-parameters from [Art2]
and the associate groups only appear in the later sections of [AMS1, AMS3]. A
setting with slightly different enhanced L-parameters works equally well in [AMS1,
AMS2, AMS3], because the arguments with complex reductive groups hardly change.
Therefore it suffices to describe how the complex reductive groups in [AMS3, §3]
must be adapted.

Firstly, consider Arthur’s group Sφ = Z1
G∨
sc
(φ), which is obtained by first taking

the image of ZG∨(φ) in G∨
ad and then the preimage of that in G∨

sc. In [Art1,
AMS1, AMS3], an enhancement of φ is an irreducible representation of π0(Sφ).
Secondly, the group Gφ := Z1

G∨
sc
(φ|WF

) has the property Sφ = ZGφ

(
φ(SL2(C))

)
and

is contained in the group J := Z1
G∨
sc
(φ|IF ). We make the following substitutions:

(8.3)

setting from [AMS3, §3] setting with rigid inner twists
Sφ = Z1

G∨
sc
(φ) S+

φ = ZḠ∨(φ)

Gφ = Z1
G∨
sc
(φ|WF

) ZḠ∨(φ(WF ))

J = Z1
G∨
sc
(φ|IF ) ZḠ∨(φ(IF ))

G∨
sc Ḡ∨

L∨
c = preimage of L∨ in G∨

sc L̄∨

With these substitutions, [AMS3, Proposition 3.4 and Theorem 3.6] (which come
directly from [AMS1]) hold, as also noted in [DiSc]. The groupsM and T in [AMS3,
§3] can be defined in essentially the same way, i.e. M := ZL∨(φ(WF )) and T :=
Z(M)◦. Then Z(G∨)WF ⊂ T and hence [AMS3, Lemma 3.7] amounts to:

there is a finite covering T → Xnr(
LG) = Xnr(G

∨).

Therefore, we need to replace the group Gφb
× Xnr(G

∨) = Z1
G∨
sc
(φb|WF

) × Xnr(
LG)

from [AMS3, (3.9)] by ZḠ∨(φb(WF )). Now all the remaining results in [AMS3, §3]
hold in this new setting with the same proofs. □

We summarize the structure of H(s∨, q1/2F ) below:

• Since s∨L carries a transitive action of torus (Z(L∨)IF )◦WF
with finite stabi-

lizers, the choice of a base point makes s∨L into a complex algebraic torus.
• The ring O(s∨L), of regular functions on the complex algebraic variety s∨L, is

by definition a commutative subalgebra of H(s∨, q1/2F ).

• The group W (G,L) ∼=W (G∨, L∨)WF acts on Φe(L) and on the set of Bern-

stein components of Φe(L). Let Ws∨ denote the stabilizer of Φe(G)
s∨ .
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• There exists a root system Rs∨ ⊂ X∗(s∨L) on which Ws∨ acts. The choice of
a positive system R+

s∨ leads to a decomposition Ws∨ =W (Rs∨)⋊Γs∨ , where

(8.4) Γs∨ = {w ∈W (G,L)s
∨
: w(R+

s∨) = R+
s∨}.

• As vector spaces, we have

(8.5) H(s∨, q1/2F ) = O(s∨L)⊗ C[W (Rs∨)]⊗ C[Γs∨ ],

where s∨L is made into a complex algebraic torus by the choice of a basepoint.

• The subspace O(s∨L)⊗ C[W (Rs∨)] is an affine Hecke algebra H(s∨, q1/2F )◦ as
in [Sol4, Definition 1.11], with complex torus s∨L, root system Rs∨ and certain

q-parameters qα∨ , q∗α∨ for α∨ ∈ Rs∨ . We take q
1/2
F as the q-base (so that all

the zj ’s from [AMS3, §3.3] are specialized to q
1/2
F ).

• The group Γs∨ acts naturally on H(s∨, q1/2F )◦, and H(s∨, q1/2F ) is a twisted

crossed product of H(s∨, q1/2F )◦ and Γs∨ . In particular C[Γs∨ ] is embedded

in H(s∨, q1/2F ) as a twisted group algebra C[Γs∨ , ♮s∨ ], for a certain 2-cocycle

(8.6) ♮s∨ : Γ2
s∨ → C×.

Note thatH(s∨, q1/2F ) is not exactly an instance of the twisted affine Hecke algebras in
[AMS3]: those have formal variables as q-parameters, whereas our q-parameters are

real numbers. The quintessential property of H(s∨, q1/2F ) is that its irreducible (left)

modules are parametrized canonically by Φe(G)
s∨ ; see [AMS3, Theorem 3.18.a].

Recall from (4.21) and Theorem 4.8 that we have an LLC for non-singular super-
cuspidal representations of L, and that it is a bijection onto the appropriate set of
enhanced L-parameters. By Theorem 4.7, this LLC is Xnr(L)-equivariant. Hence it
induces a bijection

(8.7)

{
non-singular supercuspidal

Bernstein components in Irr0(L)

}
↔

{
supercuspidal

Bernstein components in Φ0
e(L)

}
.

We write this bijection as sL 7→ s∨L.
Let s be sL viewed as an inertial equivalence class for G, and let Rep(G)s be its

corresponding Bernstein block of Rep(G). The associated Bernstein component of
Irr(G) will be denoted Irr(G)s, and the associated Bernstein component of Φe(G)

will be denoted Φe(G)
s∨ . Recall the group Ws :=W (G,L)σ̂ from Lemma 7.6. By a

similar argument as in Lemma 2.4 (a), replacing the stabilizer of θ by the stabilizer
of X0(L)θ and ρ, it can be expressed as

(8.8) Ws =W (G,L)jT,Xnr(L)θ,ρ
∼=W (NG(L), jT )Xnr(L)θ,ρ

/
W (L, jT )Xnr(L)θ,ρ.

Lemma 8.2. The stabilizer Ws of Rep(L)sL equals Ws∨ =W (G∨, L∨)WF
s∨ .

Proof. As observed before Lemma 7.6, W (G,L)σ̂ = Ws equals the stabilizer of
Rep(L)sL in W (G,L). The equality Ws = Ws∨ follows directly from the W (G,L)-
equivariance of the LLC in Theorem 4.8. □

Restricting the LLC from Theorem 4.8 to s∨L and sL, we obtain a bijection

(8.9) Irr(L)sL = Irr(L)(P̂L,f,σ̂)
−→ Φe(L)

s∨L .
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Lemma 8.3. The bijection (8.9) induces an isomorphism of vector spaces

H(s∨, q1/2F ) −→ H(G, P̂f, σ̂)
◦ ⊗ C[Γσ̂].

Proof. Firstly, pullback along (8.9) defines an algebra isomorphism

(8.10) O(s∨L)
∼−→ O

(
Irr(L)(P̂L,f,σ̂)

)
= O(Irr(L)sL).

By Corollary 7.3 and Proposition 7.5, the right hand side is

(8.11) O
(
Irr(ZWL(J, σ̂))

) ∼= C[ZWL(J, σ̂)].

Thus (8.10) and (8.11) give an isomorphism between the maximal commutative

subalgebras of H(s∨, q1/2F ) and H(G, P̂f, σ̂)
◦. By Theorem 4.8 and Lemma 8.2, this

isomorphism intertwines the actions of Ws
∼= Ws∨ , so it extends to an algebra

isomorphism

(8.12) O(s∨L)⋊Ws∨
∼−→ C[ZWL(J, σ̂)]⋊Ws.

By (7.27), the basis elements Tw, for w ∈ Ws = W (Rσ)⋊ Γσ̂, provide the following
linear bijection (it is usually not an algebra homomorphism)

(8.13) C[ZWL(J, σ̂)]⋊Ws = C[ZWL(J, σ̂)]⊗C[W (Rσ)]⋊Γσ̂ → H(G, P̂f, σ̂)
◦ ⋊Γσ̂.

Similarly, by the construction (8.5), there is a linear bijection
(8.14)

O(s∨L)⋊Ws∨ = (O(s∨L)⋊W (Rs∨))⋊Γs∨ → H(s∨, q
1/2
F ) = H(s∨, q1/2F )◦ ⋊C[Γs∨ , ♮s∨ ].

To conclude, we compose the inverse of (8.14) first with (8.12), then with (8.13). □

8.2. Comparison of q-parameters.
Despite the similarities between (8.13) and (8.14), Lemmas 8.2 and 8.3 do not yet

establish isomorphisms

(8.15) W (Rσ) ∼=W (Rs∨) and Γσ̂ ∼= Γs∨ .

To achieve (8.15), we need to compare the q-parameters of reflections inWs andWs∨ .
More precisely, for (8.15) we need to know which q-parameters are 1 and which are
bigger than 1. By definition, a reflection in Γσ̂ or Γs∨ has q-parameter 1. We write

Ω′(∅, θf) := Ω(∅, θf) ∩ ⟨W (∅, θf) ∩ Sf,aff for Gσ⟩, and
⟨W (∅, θf) ∩ Sf,aff for Gσ⟩ =Waff(∅, θaff)⋊ Ω′(∅, θf).

With these notations, Proposition 6.9 says that all information about the q-parameters
for H(G, P̂f, σ̂) is contained in the extended affine Hecke algebra

(8.16) H(Waff(∅, θf), qθ)⋊ Ω′(∅, θf) ⊂ H(Gσ, PGσ ,f, θf).

Even better, Corollary 6.10 says that we only need H(Gα, PGα,f, θf) to determine
qθ,α for α ∈ ∆f,σ. The complex dual group of Gα has maximal torus T∨.

The maximal F -split subtorus Ts of Tf and of T corresponds to T∨
WF

, which

admits a finite covering from T∨,WF ,◦. By (6.18), the root system of (G∨
α, T

∨)
can be expressed as R(Gα, T )∨ = {β∨ ∈ R(G∨, T ∨) : β∨|T∨,WF ,◦ ∈ R×α∨}. By
construction [AMS3, Lemma 3.12], Rs∨ consists of certain integral multiples mαα

∨

of elements α∨ ∈ R(Gα, T )∨ = R(G∨
α, T

∨). Furthermore, LGα = LTG∨
α = G∨

α ⋊
Lj(WF ). The algebra H(Waff(∅, θf), qθ) ⋊ Ω′(∅, θf), which is given in terms of the
Iwahori–Matsumoto presentation, can also be written in terms of the Bernstein
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presentation, as in [Lus3, §3] or [Sol4, §1]. This gives q-parameters q∗θ,α for all
α ∈ ∆f,σ.

Proposition 8.4. Let α ∈ ∆f,σ. The parameter qmαα∨ for sα∨ in H(s∨, q1/2F ) is
equal to qθ,α. Furthermore, q∗mαα∨ is equal to q∗θ,α.

Proof. For the construction of qmαα∨ [AMS3, Proposition 3.14], one first passes to
the complex reductive group Jφ := Z1

G∨
sc
(φ|IF ). Next, for each z ∈ Xnr(L), as

in [AMS3, §3.1], one constructs a graded Hecke algebra from zφ, ρ and Gzφ :=
Z1
G∨

sc
(zφ|WF

). This gives a family of parameters kα∨,zφ, from which qmαα∨ and
q∗mαα∨ are obtained (see [AMS3, §3.2]). One does not need the full Jφ, it suffices
to consider a Levi subgroup of J◦

φ containing φ(SL2(C)) and all the root subgroups

from R×α∨.
Let kα be as in Proposition 6.6. Suppose that

(8.17) θf ◦Nkα/kF ◦ α
∨ ̸= 1.

By Proposition 6.6, qθ,α = 1, which means that q∗θ,α = 1 as well because q∗θ,α ∈
[1, qθ,α]. Let Fα/F be the unramified extension of F with residue field kα. Via the
local Langlands correspondence for tori, (θf, Tf) corresponds to φ|IF , because Tf(F )
is the maximal compact subtorus of T (F ). The condition (8.17) is equivalent to
α∨(φ(IFα)) ̸= 1. By construction, IFα stabilizes every root subgroup ofG∨ associated
to a root in R×α∨. By the description of centralizers of semisimple elements (here of
φ(IFα), a finite set) from [Ste], α∨(φ(IFα)) ̸= 1 implies that J◦

φ does not contain any
representatives for sα∨ . But then α∨ does not correspond to a root for the graded
Hecke algebras from [AMS3, §3.1]. Thus sα∨ only occurs in the R-groups/Γ-groups
for those graded Hecke algebras. This implies that kα,zφ = 0 for all χ ∈ Xnr(L), and
thus by [AMS3, Proposition 3.14], we have qα∨ = q∗α∨ = 1.

Suppose now that, in contrast to (8.17), θf ◦ Nkα/kF ◦ α
∨ = 1. For any lift β∨ ∈

R(G∨
α, T

∨), we have β∨(φ(IF,β∨)) = 1. Set UIF β∨ :=
∏
γ∈IF /IF,β∨

Uγβ∨ . The φ(IF )-

invariants in this group can be identified with

ZUIF β∨ (φ(IF ))
∼= ZUβ∨ (φ(IF,β∨)) = Uβ∨ .

Together with ZU−IF β∨ (φ(IF ))
∼= U−β∨ , this allows us to construct a representative

for sα∨ in J◦
φ. Starting with G∨

α instead of G∨ gives a Levi subgroup J◦
φ,α of J◦

φ

containing UIF ,β∨ ∩ J◦
φ. As explained at the start of the proof, this means that the

parameters qmαα∨ and q∗mαα∨ can be computed just as well from LGα.
In summary, on the p-adic side, Proposition 6.9 and Corollary 6.10 reduce the

computations of qθ,α and q∗θ,α to the Hecke algebra H(Gα, PGα,f, θf) for a Bernstein
block in the principal series of a quasi-split reductive group Gα. On the Galois
side, we reduced qmαα∨ and q∗mαα∨ to parameters for a Hecke algebra of the form

H(s∨, q1/2F ), computed from LGα instead of LG. Thus we may apply the known
results about principal series representations of quasi-split groups, where the desired
equality of q-parameters follows from [Sol10, Lemma 5.2]. □

Recall from [Mor1, Proposition 6.9] that Rσ = {α ∈ ∆f,σ : qσ(v(α, J)) = qθ,α > 1}.
Similarly, by [AMS3, Proposition 3.14], Rs∨ = {mαα

∨ : α∨ ∈ ∆∨
f,σ, qmαα∨ > 1}. Thus

Proposition 8.4 produces a canonical bijection

(8.18) Rσ ←→ Rs∨ ,
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which gives a group isomorphism

(8.19) W (Rσ) ∼=W (Rs∨).

Let R+
s∨ denote the image of R+

σ under (8.18), then it induces a group isomorphism

(8.20) Ws/W (Rσ) ∼= Γσ̂ ∼= Γs∨
∼=Ws∨/W (Rs∨).

Recall the affine Hecke algebra H(G, P̂f, σ̂)
◦ from (7.27).

Proposition 8.5. Lemma 8.3 and Proposition 8.4 induce an algebra isomorphism

H(s∨, q1/2F )◦
∼−→ H(G, P̂f, σ̂)

◦.

It is canonical up to:

• inner automorphisms that fix C[ZWL(J, σ̂)] pointwise;
• for each short simple root α ∈ Rσ satisfying q∗θ,α = 1, Tsα can be replaced

with h∨α Tsα where h∨α ∈ R∨
σ ⊂ ZWL(J, σ̂).

Proof. On the maximal commutative subalgebras, this isomorphism is given by
(8.10) and (8.11), which are canonical. By construction, the bijection from Lemma
8.3 sends Tsα to Tsα∨ whenever simple roots α and α∨ match via Lemma 8.2 and
(8.18). By Proposition 8.4 and the multiplication rules in Iwahori–Hecke algebras,

the linear map H(s∨, q1/2F )◦ → H(G, P̂f, σ̂)
◦ from Lemma 8.3 is in fact an algebra

isomorphism. The non-canonicity of this isomorphism is limited to automorphisms

of H(G, P̂f, σ̂)
◦ (or equivalently of H(s∨, q1/2F )◦) that respect the properties used in

the above construction, i.e. automorphisms of H(G, P̂f, σ̂)
◦ which are the identity on

O(Irr(ZWL(J, σ̂))) = C[ZWL(J, σ̂)]. Such automorphisms were classified in [AMS4,
Theorem 3.3 and its proof]. Indeed, conjugation by any element of

C[ZWL(J, σ̂)]
× = C× × ZWL(J, σ̂)

is possible, these are the relevant inner automorphisms of H(G, P̂f, σ̂)
◦. Apart from

this, there is at most one nontrivial possibility for each irreducible component Rσ,i
of the root system Rσ. This occurs only when Rσ,i has type Bn and q∗θ,α = 1 for the

unique short simple root α ∈ Rσ,i. Then there is an automorphism such that: (1)
Tsα is mapped to h∨αTsα ; and (2) Tsβ is fixed for all other simple roots β ∈ Rσ. We
remark that this automorphism could be inner, e.g. when h∨α/2 ∈ ZWL(J, σ̂). □

8.3. Comparison of 2-cocycles.
We now study how the 2-cocycle ♮s∨ of Γs∨ corresponds, via the isomorphism

(8.20), to a 2-cocycle of Γσ̂ coming from EndG(Πs).
Since it is quite difficult to analyze ♮s∨ (inflated to Ws∨) for elements that do not

fix points of s∨L, we shall fix (φb, ρb) ∈ s∨L, and we restrict our attention toWs∨,φb
(the

stabilizer of (φb, ρb) in W (G∨, L∨)WF ). To classify all irreducible representations of

H(s∨, q1/2F ), it suffices to consider the cases with φb bounded; see [AMS3, §2].
Recall from [Hai, §3.3.1] that there is a natural isomorphism

(8.21) Xnr(L) ∼= H1
(
WF /IF , Z(L

∨)IF
)◦ ∼= (

Z(L∨)IF
) ◦
WF

We write
Xnr(L)

+ := Hom(L,R>0) ⊂ Xnr(L) ⊂ X0(L)

and we let Xnr(L
∨)+ be its image in (Z(L∨)IF ) ◦

WF
⊂ X0(L∨) under (8.21). To ana-

lyze representations of H(s∨, q1/2F ) with a central character in Ws∨Xnr(L
∨)+φb, one
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can localize the algebra with respect to Xnr(L
∨)+φb. The proof of [AMS3, Theorem

3.18] shows that this localization can be described by a twisted graded Hecke alge-
bra H(φb, v = 1, ρb, r⃗), as in [AMS2, §4] and [AMS3, (3.9)]. This algebra contains
a twisted group algebra C[Ws∨,φb

, ♮s∨ ], which enables us to study ♮s∨ |(Ws∨,φb
)2 via

the description in [AMS1, Lemma 5.4] and [AMS2, (89)], where C[Ws∨,φb
, ♮s∨ ] is ob-

tained as the endomorphism algebra of a certain equivariant local system determined
by (φb, ρb).

We need to modify the setup in [AMS1, AMS2, AMS3] from inner twists of p-
adic groups to rigid inner twists. The definition of the cuspidal support map for
enhanced L-parameters in this setting can be found in [Sol7, §7] and [DiSc]; for the
other parts of [AMS1, AMS2, AMS3], there is hardly any difference. Let us work out
the aforementioned local systems in our case. The enhancement ρb can be viewed
as a S+

φb
-equivariant local system on {0} and (by pullback) on

Lie
(
Z(L∨)WF

)
= Lie(ZL∨(φb)) = Lie(S+

φb
).

Let G∨,+
φb be S+

φb
for φb viewed as element of Φ(G). Then S+

φb
is a quasi-Levi subgroup

(i.e. the centralizer of the connected centre of a Levi subgroup) of G∨,+
φb . We pick

a parabolic subgroup P∨,◦ of (G∨,+
φb )◦ with Levi factor (S+

φb
)◦, and we write P∨ :=

P∨,◦S+
φb
. Consider the maps

(8.22) {0} f1←−
{
(x, g) ∈ Lie(G∨,+

φb
)×G∨,+

φb
: Ad(g−1)x ∈ Lie(P∨)

} f2−→{
(x, gP∨) ∈ Lie(G∨,+

φb
)×G∨,+

φb
/P∨ : Ad(g−1)x ∈ Lie(P∨)

} f3−→ Lie(G∨,+
φb

)

where f2(x, g) = (x, gP∨) and f3(x, gP
∨) = x. Let ρ̇b be the uniqueG

∨,+
φb -equivariant

local system on{
(x, gP∨) ∈ Lie(G∨,+

φb
)×G∨,+

φb
/P∨ : Ad(g−1)x ∈ Lie(P∨)

}
such that f∗2 ρ̇b = f∗1ρb. The map

f3 :
{
(x, gP∨) ∈ Lie(G∨,+

φb
)rss ×G∨,+

φb
/P∨ : Ad(g−1)x ∈ Lie(P∨)

}
→ Lie(G∨,+

φb
)rss

restricted to regular semisimple elements6 is a fibration with fibre NG∨,+
φb

(S+
φb
)/S+

φb
.

If (ρ̇b)rss denotes the restriction of ρ̇b to the regular semisimple locus, then f3,!(ρ̇b)rss
is a local system on Lie(G∨,+

φb )rss. By [AMS1, Lemma 5.4], we have

(8.23) C[Ws∨,φb
, ♮s∨ ] ∼= End(f3,!(ρ̇b)rss),

where the endomorphisms are taken in the category of G∨,+
φb -equivariant local sys-

tems on Lie(G∨,+
φb )rss. The proof of [AMS1, Lemma 5.4] uses that of [AMS1, Proposi-

tion 4.5] and [Lus1, §2]. There it is shown that End(f3,!(ρ̇b)rss) is canonically a direct
sum of one-dimensional linear subspaces Aw, indexed by w ∈ Ws∨,φb

. By [AMS1,
(45)], an element of Aw corresponds to a family Aw̃ of morphisms of S+

φb
-equivariant

local systems on Lie(S+
φb
)rss as follows:

(8.24) Aw̃ : ρb → w̃−1 · ρb for all w̃ ∈ NG∨,+
φb

(S+
φb
) representing w ∈Ws∨,φb

,

6indicated by a subscript rss



NON-SINGULAR DEPTH-ZERO REPRESENTATIONS 61

related by Aw̃n = Aw̃ ◦ (action of n) for all n ∈ S+
φb
. The multiplication in

End(f3,!(ρ̇b)rss) satisfies Aw1 · Aw2 = Aw1w2 , so any choice of a nonzero element Aw
in each Aw determines a 2-cocycle ♮s∨ and an isomorphism (8.23) by the relation

(8.25) Aw1Aw2 = ♮s∨(w1, w2)Aw1w2 .

Multiplying φb by z ∈ X0(G∨), as in (3.15), is a symmetry of the entire setup; in
particular, one keeps the same ρb and the same Aw. Then (8.25) shows that

(8.26) ♮zs∨ can be chosen to be equal to ♮s∨ for z ∈ X0(G∨).

Recall from (3.9) that

(8.27) Ws∨,φb
∼=W (G∨, L∨)WF

φb,ρb
∼=W (NG∨(L∨), T∨)WF

φb,ρb

/
W (L∨, T∨)WF

φb,ρb
.

Via the canonical bijection Irr(EφT
η , id)→ Irr(S+

φb
, η) from (3.17)–(3.18), we can re-

place ρb by a representation ρη of EφT
η . The conjugation action of NG∨(L∨), T∨)WF

φT ,η

on EφT
η is trivial on T∨,WF . Thus w−1ρη and w−1ρb are well-defined representations

for w ∈W (NG∨(L∨), T∨)WF
φb,ρb

.

We now vary on (8.24) by picking representatives w̃ ∈ NG∨,+
φb

(S+
φb
) and fixing

(8.28) Aη,w̃ : ρη → w̃−1 · ρη
for each w ∈ W (NG∨(L∨), T∨)WF

φb,ρb
. We impose Aη,w̃t = Aη,w̃ρη(t) = Aη,w̃η(t) for

all t ∈ T̄∨,+. In these terms, (8.25) can be rewritten as

(8.29) Aη,w̃1Aη,w̃2 = ♮s∨(w1, w2)Aη,w̃1w̃2 = ♮s∨(w1, w2)Aη,w̃1w2
η(w̃1w2

−1
w̃1w̃2).

Note that w1, w2 ∈W (NG∨(L∨), T∨)WF
φb,ρb

in (8.29), in contrast to (8.24) and (8.25).
For suitable choices of the Aη,w̃, the 2-cocycles ♮s∨ in (8.25) and (8.29) coincide, while
in general they are only cohomologous. For book-keeping purposes, we introduce
two further 2-cocycles of W (NG∨(L∨), T∨)WF

φb,ρb
:

♮s∨,ρη(w1, w2) := Aη,w̃1Aη,w̃2A
−1
η,w̃1w2

and ♮η(w1, w2) := η(w̃1w2
−1
w̃1w̃2).

We record that ♮η is the 2-cocycle associated to the extension obtained from

1→ T̄∨,+ → NḠ∨(L∨, T∨)+η,φb
→W (G∨, T∨)WF

η,φb
→ 1

by pushout along η : T̄∨,+ → C×. Thus (8.29) means ♮s∨,ρη = ♮s∨♮η, or equivalently,

(8.30) ♮s∨ = ♮s∨,ρη♮
−1
η .

Although, indeed, all these 2-cocycles depend on various choices of representatives,
their cohomology classes are uniquely determined.

Next we analyze the relevant 2-cocycles of Γσ̂, which is hard to do for elements
of Γσ̂ that do not fix any object of Irr(L)sL . Thus we focus on τ ∈ Irr(L)sL corre-
sponding to the above (φb, ρb) via Theorem 4.8. By Proposition 4.5, it is tempered
and unitary. By Theorem 4.8 and Lemma 8.2, we obtain a canonical isomorphism

(8.31) Ws,τ
∼=Ws∨,φb

.

Recall from [Sol5, Theorem 6.11] that a suitably localized version of EndG(Πs) con-
tains a twisted group algebra

(8.32) C[Γσ̂,τ , ♮τ ].
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We may inflate ♮τ from Γσ̂,τ ∼= Ws,τ/W (Rσ,τ ) to a 2-cocycle of Ws,τ . By [Sol5,
(4.13) and proof of Proposition 5.12.a], ♮τ can be constructed via intertwiners of
L-representations

(8.33) ẇ · τ → τ for ẇ ∈ NG(L) representing w ∈Ws,τ .

This is quite similar to how µσ̂ is defined in (7.9)–(7.10). Unfortunately, in general
(i.e. when L2

τ ̸= L3
τ ̸= L4

τ ), it is difficult to formulate the link between ♮τ and µσ̂
precisely. The 2-cocycle ♮τ can be described further with the construction of τ à la
Deligne–Lusztig. Let (jT, θ, ρ) be the datum corresponding to (φb, ρb) via Theorem

4.8. Recall from (2.7) that τ = κL,ϵjT,θ,ρ =
(
ρ⊗ indLLf

inf
Lf

Lf(kF )(±R
Lf(kF )

jT (kF )(θ))
ϵ
)NL(jT )θ .

We also recall from (8.8) that

(8.34) Ws,τ
∼=W (NG(L), jT )θ,ρ/W (L, jT )θ,ρ.

For g ∈ NG(L, jT )θ,ρ ⊂ Gf representing a w ∈ Ws,τ , we recall the isomorphism

g · κL,ϵjT,θ,ρ ∼= κL,ϵjT,θ,g·ρ from (2.11)–(2.12). It was canonical up to the choice of ϵ, but

meanwhile ϵ has been fixed in Theorem 4.8. Thus the choice of an isomorphism as
in (8.33) boils down to the choice of an isomorphism of NL(jT )θ-representations

(8.35) g · ρ→ ρ.

Recall the canonical bijection Irr(E [x]θ , id)→ Irr(NL(jT )θ, θ) from (2.27)–(2.28). We

denote the preimage of ρ by ρ[x] ∈ Irr(E [x]θ ). Then (8.35) is equivalent to the choice

of an isomorphism Bg : g · ρ[x] → ρ[x] of E [x]θ -representations, for g ∈ NG(L, jT )θ,ρ.
We may assume that

(8.36) Bgl = Bg ◦ ρ[x](l) for all l ∈ NL(jT )θ.

In these terms, ♮τ is given by

(8.37) Bg1Bg2 = ♮τ (w1, w2)Bg1g2

for gi representing wi ∈Ws,τ . For any χ ∈ X0(G), we have

HomNL(jT )χ⊗θ
(g ·(χ⊗ρ), χ⊗ρ) = HomNL(jT )θ(χ⊗g ·ρ, χ⊗ρ) = HomNL(jT )θ(g ·ρ, ρ).

Hence we can use the same Bg for χ⊗ θ and for θ. Knowing this, (8.37) shows that

(8.38) ♮χ⊗τ can be chosen to be equal to ♮τ for χ ∈ X0(G).

Since the conjugation action of jT on E [x]θ is trivial, g · ρ[x] is a well-defined E [x]θ -
representation for g ∈ W (NG(L), jT )θ,ρ. We choose a set of representatives w̃ ∈
NG(L, jT )θ,ρ for W (NG(L), jT )θ,ρ, and we assume (8.36) only for l ∈ jT . (Thus we
are implicitly inflating ♮τ to W (NG(L), jT )θ,ρ, and we allow it to be replaced by a
cohomologous 2-cocycle.) Then for w1, w2 ∈W (NG(L), jT )θ,ρ, (8.37) becomes

(8.39)
Bw̃1Bw̃2 = ♮τ (w1, w2)Bw̃1w̃2 = ♮τ (w1, w2)Bw̃1w2

ρ[x](w̃1w2
−1
w̃1w̃2)

= ♮τ (w1, w2)Bw̃1w2
θ(w̃1w2

−1
w̃1w̃2).

Let us define two 2-cocycles of W (NG(L), jT )θ,ρ by

♮s,ρ[x](w1, w2) := Bw̃1Bw̃2B
−1
w̃1w2

and ♮θ(w1, w2) := θ(w̃1w2
−1
w̃1w̃2).
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Note that ♮θ is the 2-cocycle associated to the extension E [x]θ,G from (A.1)–(A.2). Now

(8.39) gives ♮s,ρ[x] = ♮τ ♮θ, or equivalently,

(8.40) ♮τ = ♮s,ρ[x]♮
−1
θ .

The natural isomorphism (4.15) restricts to

(8.41) W (NG♭(L♭), T ♭)(F )[x],θ ∼=W (NG∨(L∨), T∨)WF
η,φT

.

This enables us to compare (A.2) with (B.2).

Proposition 8.6. There exist isomorphisms of extensions of (8.41) by C×:

ζ⋊G : E⋊[x]
θ,G

∼−→ E⋊φT
η,G , ζ0G : E0,[x]θ,G

∼−→ E0,φT
η,G and B(ζ0G, ζ

⋊
G) : E

[x]
θ,G

∼−→ EφT
η,G,

which contain the similar isomorphisms without subscripts G from (4.13). These
isomorphisms do not change if we adjust both θ and φT by an element of X0(G).

Proof. For ζ⋊G, this follows from [Kal5, Proposition 8.1], as in (4.17). The isomor-
phism ζ0G exists because both source and target are split by Propositions A.2 and
B.2. By Lemmas A.1 and B.1, the Baer sum of ζ0G and ζ⋊G is the required isomor-
phism B(ζ0G, ζ

⋊
G). By (8.26) and (8.38), we can make all the choices invariant under

twisting by X0(G) ∼= X0(G∨). □

We are ready to complete the comparison of the 2-cocycles ♮s∨ and ♮τ on Ws∨,φb
∼=

Ws,τ . Recall that in the above process we have already inflated these 2-cocycles to

(8.42) W (NG∨(L∨), T∨)WF
η,φb,ρb

∼=W (NG♭(L♭), T ♭)(F )[x],θ,ρ,
via (8.27) and (8.34).

Theorem 8.7. (a) The following equalities hold in H2
(
W (NG∨(L∨), T∨)WF

η,φb,ρb
,C×):

♮s∨,ρη = ♮s,ρ[x] , ♮η = ♮θ, and ♮s∨ = ♮τ .

(b) The 2-cocycles ♮s∨ and ♮τ of Ws∨,φb
∼=Ws,τ are cohomologous.

Proof. (a) The isomorphism B(ζ0G, ζ
⋊
G) : E

[x]
θ,G

∼−→ EφT
η,G from Lemma 4.4, translates ρη

into ρ[x], because π(φb, ρb) = τ = πL,ϵjT,θ,ρ. By the W (NG∨(L∨), T∨)WF
η,φT

-equivariance

of B(ζ0G, ζ
⋊
G), the data for computing ♮s,ρ[x] match exactly with the data for comput-

ing ♮s∨,ρη . Hence any choice of the Aη,w̃ in (8.28) corresponds to a choice of the Bw̃
in (8.39), and with these choices the 2-cocycles ♮s∨,ρη and ♮s,ρ[x] coincide.

The isomorphism E [x]η,G
∼−→ EφT

η,G from Proposition 8.6 shows that ♮θ and ♮η are co-

homologous. By (8.40) and (8.30), we compute in H2
(
W (NG∨(L∨), T∨)WF

η,φb,ρb
,C×):

♮s∨ = ♮s∨,ρη♮
−1
η = ♮s,ρ[x]♮

−1
θ = ♮τ .

(b) By part (a), ♮s∨ and ♮τ are cohomologous 2-cocycles of (8.42). By construction,
♮s∨ ∈ H2

(
W (NG∨(L∨), T∨)WF

η,φb,ρb
,C×) arises by inflation from ♮s∨ ∈ H2(Ws∨,φb

,C×),

and ♮τ ∈ H2
(
W (NG♭(L♭), T ♭)(F )[x],θ,ρ,C×) is inflated from ♮τ ∈ H2(Ws,τ ,C×).

Hence ♮s∨ and ♮τ are cohomologous 2-cocycles, via the isomorphism (8.31). □

Recall that the root system Rσ,τ from (7.34) consists of roots α ∈ Rσ satisfying
sα(τ) = τ . Via (8.18), Rσ,τ corresponds to the root system

Rs∨,φb
:= {β ∈ Rs∨ : sβ(φb) = φb}.
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The set of positive roots R+
s∨,φb

= Rs∨,φb
∩R+

s∨ gives rise to a decomposition

(8.43) Ws∨,φb
=W (Rs∨ , φb)⋊ Γs∨,φb

, where Γs∨,φb
= StabWs∨,φb

(R+
s∨,φb

).

This is compatible with (7.35), thus (8.31) decomposes into isomorphisms

(8.44) W (Rσ,τ ) ∼=W (Rs∨,φb
) and Γσ̂,τ ∼= Γs∨,φb

.

Similar to (8.32), the 2-cocycle ♮s∨ is trivial onW (Rs∨,φb
) ⊂W (Rs∨), so ♮s∨ |(Ws∨,φb

)2

factors through (Ws∨,φb
/W (Rs∨,φb

))2 ∼= (Γs∨,φb
)2. As a direct consequence of Theo-

rem 8.7 (b), the group isomorphisms (8.44) can be lifted to algebra isomorphisms

(8.45) C[Ws∨,φb
, ♮s∨ ] ∼= C[Ws,τ , ♮τ ] and C[Γs∨,φb

, ♮s∨ ] ∼= C[Γσ̂,τ , ♮τ ].
To a suitable localization of EndG(Πs), in some sense centering on τ , one can asso-

ciate a twisted graded Hecke algebra as in [Sol5, §7], say H(R̃τ ,Ws,τ , k
τ , ♮τ ). Here

R̃ is a degenerate root datum involving the root system Rσ,τ and the vector space

t := Lie(Xnr(L)) = X∗(Z◦(L))⊗Z C.
By definition, O(t) is a maximal commutative subalgebra, C[Ws,τ , ♮τ ] is a subalgebra
and the multiplication map

(8.46) O(t)⊗ C[Ws,τ , ♮τ ]→ H(R̃τ ,Ws,τ , k
τ , ♮τ )

is a linear bijection. Let H
(
s∨, φb, log(q

1/2
F )

)
be the twisted graded Hecke algebra

obtained from H(s∨, q1/2F ) via the reduction procedure from [Lus3] and [Sol1, §2.1],
centred at φb. In the terminology of [AMS3, §3.1], it can be written as

(8.47) H
(
s∨, φb, log(q

1/2
F )

)
= H(φb, ρb, r)/(r− log(q

1/2
F )).

Let l∨ be the Lie algebra of L∨, so that

Lie
(
(Z(L∨)IF )WF

◦) ∼= Z(l∨)WF =
(
X∗(Z

◦(L∨))⊗Z C
)WF .

By construction, O
(
Z(l∨)WF

)
is a maximal commutative subalgebra of (8.47),

C[Ws∨,φb
, ♮s∨ ] is a subalgebra and the multiplication map

(8.48) O
(
Z(l∨)WF

)
⊗ C[Ws∨,φb

, ♮s∨ ]→ H
(
s∨, φb, log(q

1/2
F )

)
is a linear bijection.

Proposition 8.8. Proposition 8.5 and (8.45) induce an algebra isomorphism

H
(
s∨, φb, log(q

1/2
F )

) ∼−→ H(R̃τ ,Ws,τ , k
τ , ♮τ ).

It is canonical up to:

• inner automorphisms that fix O(t) pointwise;
• twisting by characters of Ws,τ that are trivial on the subgroup generated by
the reflections sα with α ∈ Rσ,τ and kτα ̸= 0.

Proof. Recall from (7.36) and (8.1) that there are finite coverings

Xnr(L) → Irr(L)[L,τ ] : χ 7→ χ⊗ τ,(
Z(L∨)IF

) ◦
WF

→ s∨L : z 7→ (zφb, ρb).

It follows that the tangent map of (8.9) is a linear bijection

(8.49) t→ Z(l∨)WF ,
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which by Theorem 4.8 and Lemma 8.2 is equivariant for Ws,τ
∼= Ws∨,φb

. In fact it
comes from the isomorphisms

X∗(Z(L)◦) ∼= X∗(Z◦(L))WF ∼= X∗(Z
◦(L∨))WF .

The map (8.49) induces an algebra isomorphism

(8.50) O
(
Z(l∨)WF

) ∼−→ O(t).
The map (8.50) is induced just as well by (8.10), which is a part of Proposition 8.5.
For the twisted group algebras in (8.46) and (8.48), we take the first isomorphism
in (8.45). Note that the restricted isomorphism C[W (Rs∨,φb

)] ∼= C[W (Rσ,τ )] is also
induced by Proposition 8.5, via [Lus3] and [Sol1, §2.1]. By (8.50), (8.45), (8.46) and
(8.48), we obtain a linear bijection

(8.51) H
(
s∨, φb, log(q

1/2
F )

)
−→ H(R̃τ ,Ws,τ , k

τ , ♮τ ).

To guarantee that this is an algebra isomorphism, it remains to check that the pa-
rameters for the roots on both sides agree under the bijection Rσ,τ ↔ Rs∨,φb

from

(8.18). By [AMS3, Proposition 3.14.a], the parameters of H
(
s∨, φb, log(q

1/2
F )

)
are ob-

tained from the parameters of H(s∨, q1/2F )◦ via the method of [AMS3, Theorems 2.5
and 2.11 and (2.19)], or equivalently via [Lus3, Theorems 8.6 and 9.3]. In Proposition

8.4, we showed that the parameters of H(s∨, q1/2F )◦ match with those of H(G, P̂f, σ̂)
◦.

Since H(G, P̂f, σ̂)
◦ ⊂ EndG(Πs) by (7.38), all simple reflections in W (Rσ) have the

same parameters (q and q∗) in each of these three algebras. The parameters kτ for

the roots in H(R̃τ ,Ws,τ , k
τ , ♮τ ) are defined in terms of the parameters for EndG(Πs)

in [Sol5, §7 and (35)]:

(8.52) kτα =

{
log(qθ,α) if Xα(τ) = 1
log(q∗θ,α) if Xα(τ) = −1

.

By [Sol5, (95)], qθ,αq
∗
θ,α = q

λ(α)
F and qθ,α(q

∗
θ,α)

−1 = q
λ∗(α)
F . Thus (8.52) gives

(8.53) kτα = log(q
1/2
F )

(
λ(α) +Xα(τ)λ

∗(α)
)
.

If we set r = log(q
1/2
F ) and replace Xα by mαα as prescribed in [AMS3, Proposition

3.14], then (8.53) becomes [AMS3, (2.19)]. Hence kτα is also the parameter of α in

H
(
s∨, φb, log(q

1/2
F )

)
. The non-canonicity in (8.51) comes from three sources:

(1) Algebra automorphisms of C[Γσ̂,τ , ♮τ ] that stabilize each line Cγ for γ ∈ Γσ̂,τ .
These are precisely the maps γ 7→ χ(γ)γ where χ : Γσ̂,τ → C× is a character. On

H(R̃τ ,Ws,τ , k
τ , ♮τ ), this means twisting by a character of Ws,τ/W (Rσ,τ ).

(2) The non-canonicity in Proposition 8.5, in particular with respect to inner auto-

morphisms of H(G, P̂f, σ̂) that restrict to the identity on C[ZWL(J, σ̂)]. These ac-

count for inner automorphisms of H(R̃τ ,Ws,τ , k
τ , ♮τ ) that are the identity on O(t).

(3) Proposition 8.5 also allows for some adjustments for short simple roots α ∈ Rσ,τ
satisfying q∗θ,α = 1, i.e. Tsα may be replaced by Tsαh

∨
α in H(G, P̂f, σ̂)

◦. By [Sol5,

(35)], this h∨α corresponds to Xα in (8.52). By [Sol5, Proposition 7.3 and its proof],
we see that Tsα 7→ Tsαh

∨
α translates to

(8.54) Nsα 7→ Xα(τ)Nsα in H(R̃τ ,Ws,τ , k
τ , ♮τ ).

If Xα(τ) = 1, then this does nothing. On the other hand, if Xα(τ) = −1, then (8.52)
implies that kτα = 0. As mentioned in the proof of Proposition 8.5, the operation
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Tsα 7→ Tsαh
∨
α fixes all generators Tsβ where sβ is not W (Rσ)-conjugate to sα. Hence

(8.54) fixes all Nsβ where β ∈ Rσ,τ and kτβ ̸= 0. Consequently, (8.54) gives rise to
a character χ of Ws,τ that is trivial on Γσ̂,τ and on all such sβ, and the algebra
automorphism induced by (8.54) is given by twisting by this χ. □

Let R′
σ,τ be the subset of Rσ,τ consisting of the roots α with kτα ̸= 0. It is again

a root system, with positive roots R
′+
σ,τ . This gives a decomposition

Ws,τ =W (R′
σ,τ )⋊ Γ′

σ̂,τ ,

where Γ′
σ,τ is the stabilizer of R

′+
σ,τ . The presentation of twisted graded Hecke alge-

bras, as in [AMS2, Proposition 2.2], shows that we can write

(8.55) H(R̃τ ,Ws,τ , k
τ , ♮τ ) = H(R̃τ ,W (R′

σ,τ ), k
τ )⋊C[Γ′

σ̂,τ , ♮τ ].

Proposition 8.8 allows us to transfer this decomposition to H
(
s∨, φb, log(q

1/2
F )

)
. More

precisely, let R′
s∨,φb

be the subsystem of roots with nonzero parameters and write

Ws∨,φb
=W (R′

s∨,φb
)⋊ Γ′

s∨,φb
.

Let H
(
s∨, φb, log(q

1/2
F )

)◦
be the graded Hecke algebra built from Z(l∨)WF , R′

s∨,φb

and the parameters for those roots in H
(
s∨, φb, log(q

1/2
F )

)
. Then

(8.56) H
(
s∨, φb, log(q

1/2
F )

)
= H

(
s∨, φb, log(q

1/2
F )

)◦ ⋊C[Γ′
s∨,φb

, ♮s∨ ],

and Proposition 8.8 respects the decompositions (8.55) and (8.56).

9. Equivalences between module categories of Hecke algebras

Consider a type (P̂f, σ̂) for G as in Theorem 7.1, and recall that it covers the type

(P̂L,f, σ̂) for L. Let s be the associated inertial equivalence class for G. By [BuKu],
there is an equivalence of categories

(9.1) Rep(G)s = Rep(G)(P̂f,σ̂)

∼−→ Mod - H(G, P̂f, σ̂) given by π 7→ HomP̂f
(σ̂, π),

and likewise Rep(L)(P̂L,f,σ̂)

∼−→ Mod - H(L, P̂L,f, σ̂) given by πL 7→ HomP̂L,f
(σ̂, πL).

Here Mod - H denotes the category of right H-modules. Recall from (7.26) that

H(L, P̂L,f, σ̂) embeds canonically in H(G, P̂f, σ̂). By [Sol2, Lemma 4.1], the super-
cuspidal support map Irr(G)s = Irr(G)P̂f,σ̂

→ Irr(L)(P̂L,f,σ̂)
/W (G,L)σ̂ translates via

(9.1) to the map

(9.2) Irr - H(G, P̂f, σ̂) −→ Irr - H(L, P̂L,f, σ̂)/W (G,L)σ̂,

which sends an irreducible H(G, P̂f, σ̂)-module M to any irreducible H(L, P̂L,f, σ̂)-
subquotient of M . By Lemma 7.8 and (7.30), the map (9.2) is well-defined. The

Bernstein presentation of H(G, P̂f, σ̂)
◦ shows that (9.2) is essentially the central

character map for H(G, P̂f, σ̂).
Let τ ∈ Irr(L)sL = Irr(L)(P̂L,f,σ̂)

be a unitary non-singular supercuspidal repre-

sentation of depth zero. Here we mean non-singularity as in Section 2, based on a
F -non-singular character of a torus and slightly more restrictive than requiring σ
to be non-singular. Recall the group X+

nr(L) = Hom(L,R>0) of positive unramified
characters of L. Our LLC will run through the category Repfl(G)X+

nr(L)τ
, whose
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objects are all finite-length G-representations π such that every irreducible subquo-
tient π′ of π has supercuspidal support7 in (L,X+

nr(L)τ). By convention, all our
subcategories of Rep(G) will be full.

Let (X+
nr(L)τ)H be the subset of Irr - H(L, P̂L,f, σ̂) corresponding to X+

nr(L)τ via

(9.1) for L. Define Modfl,(X+
nr(L)τ)H

- H(G, P̂f, σ̂) similarly (as Repfl(G)X+
nr(L)τ

), i.e. its

objects are the finite-length modules M such that every irreducible subquotient of
M maps to W (G,L)σ̂(X

+
nr(L)τ)H by (9.2). There is an equivalence of categories

(9.3) Rep(G)s
∼−→ Mod - EndG(Πs), π 7→ HomG(Πs, π).

Here Πs = IGQ(Π
L
s ) for a progenerator ΠLs of Rep(L)sL , which gives the analogue

of (9.3) for L. Now X+
nr(L)τ corresponds to a set of irreducible representations of

EndL(Π
L
s ) that we denote X+

nr(L)⊗ τ . We define

(9.4) Modfl,X+
nr(L)⊗τ - EndG(Πs) = Modfl,W (G,L)σ̂(X

+
nr(L)⊗τ) - EndG(Πs)

to be the category consisting of the finite-length modules M such that every irre-
ducible EndL(Π

L
s )-subquotient of M belongs to W (G,L)σ̂(X

+
nr(L)⊗ τ).

Recall the graded Hecke algebra H(R̃τ ,Ws,τ , k
τ , ♮τ ) from (8.46). We write

tR = Lie(X+
nr(L)) = X∗(Z◦(L))⊗Z R

and let Modfl,tR - H(R̃τ ,Ws,τ , k
τ , ♮τ ) be the category whose objects are the finite-

length modules M such that, as an O(t)-module, M has all its irreducible subquo-
tients in tR.

Proposition 9.1. The following categories are canonically equivalent:

(i) Repfl(G)X+
nr(L)τ

;

(ii) Modfl,(X+
nr(L)τ)H

- H(G, P̂f, σ̂);

(iii) Modfl,X+
nr(L)⊗τ - EndG(Πs);

(iv) Modfl,tR - H(R̃τ ,Ws,τ , k
τ , ♮τ ).

These equivalences are compatible with parabolic induction and restriction.

Remark 9.2. Here parabolic restriction from Rep(G)s to Rep(L)sL means: Jacquet
restriction with respect to the parabolic subgroup of G opposite to (Q,L), followed
by projection from Rep(L) to the Bernstein block Rep(L)sL .

Proof. The equivalence between (i) and (ii) follows directly from (9.1), (9.2) and
the definitions. It is compatible with parabolic induction and restriction by [Sol2,
Lemma 4.1]. The equivalences between (i), (iii) and (iv), as well as the compatibility
with parabolic induction and restriction, follow from [Sol5, Corollary 8.1]. □

In (8.49), the R-linear subspace tR ⊂ t corresponds to

Z(l∨)WF
R := (X∗(Z

◦(L∨))⊗Z R)WF ⊂ Z(l∨)WF .

We put

(9.5) X+
nr(L

∨) := exp
(
Z(l∨)WF

R
)
⊂

((
(Z(L∨)IF

)
WF

)◦
.

7Supercuspidal supports are only defined up to G-conjugacy, so strictly speaking we mean that
Sc(π′) has a representative in (L,X+

nr(L)τ).
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Proposition 8.8 induces an equivalence of categories

(9.6) Modfl,tR - H(R̃τ ,Ws,τ , k
τ , ♮τ ) ∼= Mod

fl,Z(l∨)
WF
R

- H
(
s∨, φb, log(q

1/2
F )

)
.

By (8.45) and (8.50), the isomorphism in Proposition 8.8 precisely matches the
parabolic subalgebras on both sides, so (9.6) commutes with parabolic induction
and restriction. Composing (9.6) with (i)→(iv) in Proposition 9.1, we obtain an
equivalence of categories

(9.7) Repfl(G)X+
nr(L)τ

∼= Mod
fl,Z(l∨)

WF
R

- H
(
s∨, φb, log(q

1/2
F )

)
,

which is again compatible with parabolic induction and restriction. Given the alge-
bras, the equivalences (9.6) and (9.7) are canonical up to twisting by characters of
Ws,τ , as described in Proposition 8.8. For the algebras in question, the only further
choices are those of systems of positive roots, which are innocent.

However, there is another source of ambiguity: τ may be replaced by an NG(L)-
conjugate representation of L. Composing τ with conjugation by elements of L does
not matter, so we are looking at w̄ · τ with w̄ ∈ NG(L) representing w ∈ W (G,L).
Since the supercuspidal support of an irreducible G-representation is only defined
up to G-conjugacy, Repfl(G)X+

nr(L)τ
is equal to Repfl(G)X+

nr(L)w̄τ
.

For elements of Ws,τ , this does not do anything. Therefore we may adjust w by
an element of Ws,τ , and we may assume that

(9.8) w(R+
σ,τ ) = R+

w̄σ,w̄τ .

Proposition 9.3. Let w ∈W (G,L) be represented by w̄ ∈ NG(L) and satisfy (9.8).
Let w∨ be the corresponding element of W (G∨, L∨)WF . The diagram

(9.9)

Repfl(G)X+
nr(L)τ

Mod
fl,Z(l∨)

WF
R
−H

(
s∨, φb, log(q

1/2
F )

)

Repfl(G)X+
nr(L)w̄τ

Mod
fl,Z(l∨)

WF
R
−H

(
w∨s∨, w∨φb, log(q

1/2
F )

)
(9.7)

Ad(w̄) Ad(w∨)

(9.7)

commutes, up to isomorphisms of representations of one algebra (resp. group). Here
Ad(w∨) is induced by the algebra isomorphism: for f ∈ O

(
Z(l∨)WF

)
and v ∈Ws∨,φb

,
(9.10)

H
(
s∨, φb, log(q

1/2
F )

)
→ H

(
w∨s∨, w∨φb, log(q

1/2
F )

)
, fNv 7→ (f ◦ w∨−1)Nw∨vw∨−1 .

Proof. Since we only have to consider G-representations up to isomorphism, the left
hand side of the diagram reduces to the identity map. Condition (9.8) implies that

(9.11) w∨(R+
s∨,φb

) = R+
w∨s∨,w∨φb

via (8.19). Therefore, (9.10) is an algebra homomorphism (while bijectivity is clear).
First we treat the case w ∈ W (G,L)σ̂. By (8.8), we can represent W (G,L)σ̂ in

NG(L, T )σ̂, thus we may assume that w̄ ∈ NG(L, T )σ̂. We will use the notations for
analytic localization as discussed around (7.40). In Proposition 9.1.(iv), the identity
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Ad(w̄) on Repfl(G)X+
nr(L)τ

corresponds to the composition of the canonical bijections

(9.12)

Modfl,tR - H(R̃τ ,Ws,τ , k
τ , ♮τ )→ Modfl,X+

nr(L)
1Uτ - EndG(Πs)

an
U 1Uτ

→ Modfl,W (L,τ,Xnr(L))X
+
nr(L)

- EndG(Πs)
an
U

→ Modfl,wX+
nr(L)

- 1wUτEndG(Πs)
an
U 1wUτ

→ Modfl,tR - H(R̃wτ ,Wws,wτ , k
wτ , ♮wτ ).

The first and last maps in (9.12) are induced by analytic localization, see [Sol5,
Lemma 7.2 and Proposition 7.3], so they do not change anything on the level of
modules up to isomorphism. The second and third maps in (9.12) follow from [Sol5,
Lemmas 6.4 and 6.5]. By the proof of [Sol5, Lemma 6.4], their composition

Modfl,X+
nr(L)

1UτEndG(Πs)
an
U 1Uτ → Modfl,wX+

nr(L)
1wUτEndG(Πs)

an
U 1wUτ

is given by M 7→ Ad(Tw)M with Tw as in [Sol5, §5.2]. By [Sol5, Proposition 7.3]
and the definition of the elements Aτr , A

τ
v [Sol5, §6.1] and T τv [Sol5, Lemma 6.10],

TwN τ
rN

τ
v T −1

w = Nwτ
wrw−1N

wτ
wvw−1 ∈ H(R̃wτ ,Ws,wτ , k

wτ , ♮wτ )

for all standard basis elements N τ
r ∈ C[Γs,τ , ♮τ ] and N

τ
v ∈ C[W (Rσ,τ )].

8 We conclude
that the composition of the maps in (9.12) is given by push forward along the algebra
isomorphism: for f ∈ O(t) and rv ∈Wσ,τ ,
(9.13)

H(R̃τ ,Ws,τ , k
τ , ♮τ )→ H(R̃wτ ,Ws,wτ , k

wτ , ♮wτ ), fNrNv 7→ (f ◦ w−1)Nwrw−1Nwvw−1 .

Next we need to transfer this along (9.7) to the right-hand side of the diagram.
Proposition 8.8 translates (9.13) into the algebra isomorphism (9.10), thus indeed
the right-hand side of the diagram is given by push-forward along (9.13).

Let w ∈W (G,L) \W (G,L)σ̂. Conjugation by w̄ induces an algebra isomorphism

(9.14) Ad(w̄) : H(G, P̂f, σ̂)→ H(G, P̂w̄f, w̄σ̂), f 7→ f ◦Ad(w̄)−1 = [g 7→ f(w̄−1gw̄)].

It interacts with the left column of diagram (9.9) as

Repfl(G)X+
nr(L)τ

Modfl,(X+
nr(L)τ)H

- H(G, P̂f, σ̂)

Repfl(G)X+
nr(L)w̄τ

Modfl,w̄(X+
nr(L)τ)H

- H(G, P̂w̄f, w̄σ̂)

(9.1)

Ad(w̄) Ad(w̄)

(9.1)

In terms of Theorem 7.2, for a simple reflection sα, (9.14) sends Tsα ∈ H(G, P̂f, σ̂)
to Tsw(α)

, where sw(α) is a simple reflection in W (wJ, w̄σ̂) by (9.8). Similarly, Ad(w̄)

sends a standard basis element Tγ ∈ H(G, P̂f, σ̂), where γ ∈ Ω(J, σ̂), to Twγw−1 ∈
H(G, P̂w̄f, w̄σ̂). (Note that this imposes a normalization on Twγw−1 , just as we chose

a normalization of Tγ in the proof of Theorem 7.2.) It follows that on C[L3
τ/L

1] ∼=
O
(
Irr(CWL(J, σ̂))

)
, embedded in H(G, P̂f, σ̂) via (7.26), Ad(w̄) restricts to

(9.15) O
(
Irr(CWL(J, σ̂))

)
→ O

(
Irr(CWL(J, w̄σ̂))

)
: f 7→ f ◦ w−1.

8For Nwτ
wvw−1 , this involves a choice of normalization, but the freedom in that choice is equivalent

to the freedom we already had in defining Nτ
r .



70 MAARTEN SOLLEVELD AND YUJIE XU

Recall from (7.32) that Πs
∼= indG

P̂f
(σ̂)[L:L

3
τ ] and from (7.29) that EndG(Πs) ∼=

M[L:L3
τ ]
(C)⊗H(G, P̂f, σ̂). In this way, (9.14) induces an algebra isomorphism

(9.16) Ad(w̄) : EndG(Πs)→ EndG(Πws).

Proposition 7.9 gives a more precise description of how H(G, P̂f, σ̂) is embedded in
EndG(Πs). Thus the property Ad(w̄)Tv = Twvw−1 for w ∈ W (J, σ̂) remains valid
in (9.16). Upon analytic localization as in (7.40), Lemma 7.10 shows that (9.16)
is already given by a localized version of (9.14). Therefore, (9.15) shows that the
localized version of (9.16) agrees with the algebra isomorphism (9.13), only with ws
instead of s on the right-hand side. We conclude as in the case w ∈W (G,L)σ̂, with
the same argument as following (9.13). □

Proposition 9.3 allows us to combine the equivalences of categories from (9.6) and
(9.7) into the following cleaner statement.

Theorem 9.4. There exist the following equivalences of categories

(9.17) Repfl(G)s
∼= Modfl - EndG(Πs) ∼= Modfl - H(s∨, q1/2F ),

induced by Propositions 9.1 and 8.8. These equivalences are compatible with parabolic
induction and restriction 9.

Proof. The first equivalence is just (9.3) restricted to objects of finite length. By
[Sol5, Corollary 8.1], this induces the equivalence between (i) and (iv) in Proposition
9.1. From another viewpoint, the first equivalence in this theorem is obtained from
(i)→(iv) in Proposition 9.1 by taking the direct sum over all unitary representations
τ in Irr(L)sL/W (G,L)σ̂.

In (9.7), we can take the direct sum over all unitary representations τ in Irr(L)sL ,
or equivalently over all bounded (φb, ρb) ∈ Φe(L)

sL . The summands indexed by τ
and τ ′ that differ by an element w ∈ W (G,L)σ̂ = Ws are identified via Proposition
9.3, and dividing out those relations recovers Repfl(G)s from the left-hand side of
(9.7). On the right-hand side of (9.7), we can reduce to a direct sum over (φb, ρb)

up to conjugation under W (G∨, L∨)WF
s∨ =Ws∨ , which brings us to

(9.18)
⊕

(φb,ρb)∈φ
sL
e,bdd

Mod
fl,Z(l∨)

WF
R

- H
(
s∨, φb, log(q

1/2
F )

) /
Ws∨ ,

where the subscript bdd stands for bounded. It was already shown in Proposition
9.1 and (9.6) that all steps so far respect parabolic induction and restriction.

We claim that (9.18) is equivalent to Modfl - H(s∨, q1/2F ) via an equivalence that
respects parabolic induction and restriction. Finite-length modules M for any alge-
bra can be decomposed along central characters: for each central character χ, one
takes Mχ to be the maximal submodule of M such that all irreducible subquotients
of Mχ admit central character χ. In particular we have, in the notation of (9.5),

Modfl - H(s∨, q1/2F ) ∼=
⊕

(φb,ρb)∈φ
sL
e,bdd/Ws∨

Modfl,X+
nr(L∨)(φb,ρb)

- H(s∨, q1/2F ).

For a suitable action of Ws∨ , the right-hand side can be rewritten as

(9.19)
⊕

(φb,ρb)∈φ
sL
e,bdd

Modfl,X+
nr(L∨)(φb,ρb)

- H(s∨, q1/2F )
/
Ws∨ .

9Parabolic restriction in the sense of Remark 9.2
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By construction w∨ ∈Ws∨ acts trivially on summands indexed by w∨-fixed (φ′
b, ρb).

By [AMS3, Proposition 3.14.a, Theorem 3.18.a], there is a canonical equivalence

(9.20) Modfl,X+
nr(L∨)(φb,ρb)

- H(s∨, q1/2F ) ∼= Mod
fl,Z(l∨)

WF
R

- H
(
s∨, φb, log(q

1/2
F )

)
.

By [AMS3, Theorems 2.5.b and 2.11.b], this equivalence commutes with parabolic
induction and restriction. For Hecke algebras, parabolic restriction is right adjoint
to parabolic induction (which is just Frobenius reciprocity for algebras). By the
uniqueness of adjoint functors, (9.20) also commutes with parabolic restriction.

Via (9.20), (9.19) becomes

(9.21)
⊕

(φb,ρb)∈φ
sL
e,bdd

Mod
fl,Z(l∨)

WF
R

- H
(
s∨, φb, log(q

1/2
F )

) /
Ws∨ .

By [Lus3, §7], or by an argument analogous to the analysis of (9.12) in the proof of
Proposition 9.3, we deduce that the action of Ws∨ in (9.21) reduces to the cases for
which (9.11) holds, where it is none other then Ad(w∨) from Proposition 9.3. This
proves the claim we made after (9.18). □

Remark 9.5. We warn the reader that Theorem 9.4 does not imply that EndG(Πs)

and H(s∨, q1/2F ) are Morita equivalent. We really need the restriction to finite-length
modules, because those can be decomposed along central characters. The difficulties
(or even obstructions) to extend such equivalences of categories to representations
of arbitrary length stem from (7.25).

Let B(G)ns be the collection of inertial equivalence classes for G whose supercusp-
idal representations are non-singular, and define the subsetB(G)0ns by the additional
condition that the supercuspidal representations have depth zero. This B(G)0ns is a
finite set because: G has only finitely many conjugacy classes of Levi subgroups L;
each such L has only finitely many orbits of facets fL in its Bruhat–Tits building;
and each of the groups P̂L,f has only finitely many irreducible representations that
come from its finite reductive quotient. We write

Rep0(G)ns :=
∏

s∈B(G)0ns

Rep(G)s

for the category of G-representations whose cuspidal support consists of non-singular
depth-zero representations. Since the index set is finite, the direct product is also a
direct sum. We recall that X0(G) acts on Rep0(G)ns by tensoring.

Theorem 9.6. The equivalences (9.17) induce equivalences of categories

(9.22) Rep0fl(G)ns
∼=

⊕
s∈B(G)0ns

Modfl - EndG(Πs) ∼=
⊕

s∈B(G)0ns

Modfl - H(s∨, q1/2F ),

which are compatible with parabolic induction and restriction.
The group X0(G) ∼= X0(G∨) acts canonically on all three terms, and the equiva-

lences are equivariant for these actions.

Proof. The equivalences of categories follow directly from Theorem 9.4. Next we
decompose Rep0(G)ns into X0(G)-stable pieces. Let Rep(G)f be the sum of the

categories Rep(G)(P̂f,σ̂)
, where σ̂ runs over all F -non-singular representations of P̂f.

This category is stable under twisting by X0(G), because every χ ∈ X0(L) is trivial
on Gf,0+ = ker(Pf → G◦f (kF )). For an inertial equivalence class s = [L, τ ]G, we write
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s ≺ f if Rep(G)s has the form Rep(G)(P̂f,σ̂)
as in Theorem 7.1, so that Rep(G)f =⊕

s≺fRep(G)s. In this context, Theorem 9.4 gives equivalences of categories

(9.23) Repfl(G)(Pf,σ)
∼−→

⊕
s≺f

Modfl - EndG(Πs)
∼−→

⊕
s≺f

Modfl - H(s∨, q1/2F ).

Take χ ∈ X0(G). Let χu|χ| be its polar decomposition, where |χ| ∈ X+
nr(G) =

Hom(G,R>0) and χu ∈ X0(G) has image in S1 ⊂ C×. Then [L, χu⊗τ ]G = χus = χs,
and the construction of Πs = IGQ(Π

L
s ) = IGQ(ind

L
L1τ) shows that Πχus is equal to

χ⊗Πs = χu⊗Πs. The relation between EndG(Πs) and EndG(Πχus) is best described
with the following isomorphism from [Sol5, Corollary 5.8]:

(9.24) EndG(Πs)⊗O(Xnr(L)) C(Xnr(L)) ∼= C(Xnr(L))⋊C[W (L, τ,Xnr(L)), ♮τ ],

where C(Xnr(L)) denotes the field of rational functions on Xnr(L), and Xnr(L) is
identified with the family of L-representation {z ⊗ τ : z ∈ Xnr(L)}. The twisted
group algebra C[W (L, τ,Xnr(L)), ♮τ ] is spanned by operators Nw, which may have
poles on Xnr(L). Since tensoring with χ is a symmetry of the entire setup, these
operators Nw can be constructed in exactly the same way for χus. Then there is a
canonical algebra isomorphism

EndG(Πχus)⊗O(Xnr(L)) C(Xnr(L))
∼−→ EndG(Πs)⊗O(Xnr(L)) C(Xnr(L))

fNw 7→ (f ◦ ⊗χ)Nw,
(9.25)

where f ∈ C(Xnr(L)), w ∈W (L, τ,Xnr(L)) =W (L, χu ⊗ τ,Xnr(L)) and ⊗χ is to be
interpreted as the family z ⊗ τ 7→ |χ|z ⊗ χuτ for z ∈ Xnr(L). The poles of Nw’s on
both sides match, thus (9.25) restricts to an algebra isomorphism

(9.26) EndG(Πχus)
∼−→ EndG(Πs).

Pullback along (9.26) is thought of as tensoring modules with χ, and this gives the
action of X0(G) on the middle term in (9.23). For π ∈ Rep(G)s, by (9.3), the first
arrow in (9.23) sends χ⊗ τ to

HomG(Πχus, χ⊗ π) = HomG(χu ⊗Πs, χ⊗ π) = HomG(χ⊗Πs, χ⊗ π).

The right-hand side is the vector space HomG(Πs, π) with the EndG(Πs)-module
structure adjusted by (9.25), thus it is equal to χ⊗HomG(Πs, π) ∈ Mod-EndG(Πχus).
This shows that the first equivalence in (9.23) is X0(G)-equivariant.

The second arrow in (9.23) will be treated in three steps. First we pass to

Modfl,tR - H(R̃τ ,Ws,τ , k
τ , ♮τ ), as in Proposition 9.1. More precisely, we take a direct

sum of such categories, first over s ≺ f and then over unitary τ ∈ Irr(L)sL modulo
Ws. The equivalence

(9.27)
⊕

s
Modfl - EndG(Πs)

∼−→
⊕

s,τ
Modfl,tR - H(R̃τ ,Ws,τ , k

τ , ♮τ )

is described in the first two lines of (9.12); see [Sol5, (8.1)]. Here the steps involving
analytic localization are innocent, and it boils down to the algebra isomorphism

(9.28) H(R̃τ ,Ws,τ , k
τ , ♮τ )

an
logτ (Uτ )

∼−→ 1UτEndG(Πs)
an
U 1Uτ

from [Sol5, Proposition 7.3], written in the notation of (9.12). On C[Ws,τ , ♮τ ], this
isomorphism is given by the same formula (independent of twisting by χ) for any τ ,
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and it sends any f ∈ O(t) to f ◦ logτ , where logτ (z ⊗ τ) := log(z). Similar to ⊗χ,
we have the map

⊗ log |χ| : logτ (Uτ )→ logχuτ (χuUτ ) = logτ (Uτ ).

We claim that there is a commutative diagram of algebra isomorphisms

(9.29)

H(R̃χuτ ,Wχus,χuτ , k
χuτ , ♮χuτ )

an
logχuτ (χuUτ )

H(R̃τ ,Ws,τ , k
τ , ♮τ )

an
logτ (Uτ )

1χuUτEndG(Πχus)
an
χuU

1χuUτ 1UτEndG(Πs)
an
U 1Uτ

(9.28) (9.28)

(9.25)

where the upper horizontal map is given by

(9.30) fNw 7→ (f ◦ ⊗ log |χ|)Nw for f ∈ Can(logχuτ (χuUτ )), w ∈Ws,τ =Wχus,χuτ .

Indeed, the only thing left to show is that the 2-cocycles ♮τ and ♮χuτ match, which is
guaranteed by (8.38) and Proposition 8.6. We define the X0(G)-action as pullback
along (9.30), and thus (9.27) is X0(G)-equivariant.

Next we consider the equivalence of categories

(9.31)
⊕

s,τ
Modfl,tR - H(R̃τ ,Ws,τ , k

τ , ♮τ )
∼−→

⊕
s,τ

Modfl - H
(
s∨, φb, log(q

1/2
F )

)
,

where s and τ run through the same set as in (9.30), and (φb, ρb) corresponds to
τ via Theorem 4.8. This follows from Proposition 8.8. We claim that there is a
commutative diagram of algebra isomorphisms

(9.32)

H(R̃χuτ ,Wχus,χuτ , k
χuτ , ♮χuτ ) H(R̃τ ,Ws,τ , k

τ , ♮τ )

H
(
χus

∨, χuφb, log(q
1/2
F )

)
H
(
s∨, φb, log(q

1/2
F )

)
(9.30)

Proposition 8.8 Proposition 8.8

where the second row is given by

(9.33) fNw∨ 7→ (f ◦ ⊗ log |χ|)Nw∨ for f ∈ O(Z(l∨)WF ) and w∨ ∈Ws∨,φb
.

Theorem 4.8 guarantees that χuφb and χus
∨ correspond to χuτ and χus, respec-

tively, as desired. By χu, |χ| ∈ X0(G∨) and (8.26), we have that (9.33) is an algebra
isomorphism. Commutativity of the diagram is clear from the formulas for the maps
in question. This proves that (9.31) is equivariant for X0(G) ∼= X0(G∨), where on
the right we let X0(G∨) act via pullback along (9.33). The equivalence of categories

(9.34)
⊕

s,τ
Modfl - H

(
s∨, φb, log(q

1/2
F )

) ∼= ⊕
s≺f

Modfl - H(s∨, q1/2F )

was shown in the proof of Theorem 9.4; see (9.18). It then boils down to several
applications of the following equivalence of categories

(9.35) Mod
fl,Z(l∨)

WF
R

- H
(
s∨, φb, log(q

1/2
F )

) ∼= Modfl,X+
nr(L∨)(φb,ρb)

- H(s∨, q1/2F )

from [AMS3, Proposition 3.14.a and Theorem 3.18.a]. This is analogous to the
equivalence of categories in (9.27). Using analytic localizations as in (9.29), one can
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show that there is a commutative diagram

(9.36)

Mod
fl,Z(l∨)

WF
R

- H
(
s∨, φb, log(q

1/2
F )

)
Modfl - H(s∨, q1/2F )

Mod
fl,Z(l∨)

WF
R

- H
(
χus

∨, χuφb, log(q
1/2
F )

)
Modfl - H(χus∨, q1/2F )

(9.35)

(9.33)

(9.35)

where the right vertical arrow is pullback along the following algebra isomorphism
from [Sol6, (19)]: for f ∈ O(χus∨L) and w ∈Ws∨ =Wχus∨ ,

(9.37) H(χus∨, q1/2F )→ H(s∨, q1/2F ) is given by fNw∨ 7→ (f ◦ ⊗χ)Nw∨ .

Let χ ∈ X0(G∨) act on the right-hand side by pullback along (9.37), and thus (9.34)
is X0(G∨)-equivariant. □

10. An LLC for non-singular depth-zero representations

10.1. Construction.
The right-hand sides of Proposition 9.3, Theorems 9.4 and 9.6 concern Langlands

parameters, but only cuspidal L-parameters for Levi subgroups of rigid inner twists
of G. We also need to consider non-cuspidal enhanced L-parameters (see for example
[AMS3]) when parametrizing the irreducible modules (or the standard modules) of
the relevant Hecke algebras. Note that [AMS3] considers only left modules, in this
article we will need to consider right modules at some point. In preparation for this,
we study how the cuspidal support map from [AMS1] behaves with respect to taking
contragredients of enhancements of L-parameters.

Lemma 10.1. Let (φ, ρ) ∈ Φe(G). Suppose that Sc(φ, ρ) is represented by (L,φL, ρL).

(a) Sc(φ, ρ∨) is represented by (L,φL, ρ
∨
L).

(b) Consider inertial classes s∨L = Xnr(L)(φL, ρL) and s∨opL = Xnr(L)(φL, ρ
∨
L) for

Φe(L). Let s
∨ and s∨op be the corresponding inertial classes for Φe(G). Then

Φe(G)
s∨op

=
{
(φ, ρ∨) : (φ, ρ) ∈ Φe(G)

s∨
}
.

Proof. (a) By [AMS1, Definition 7.7], the construction of Sc boils downs to cuspi-
dal supports for local systems supported on unipotent orbits in complex reductive
groups, for which the compatibility with contragredients follows from the character-
ization in [AMS1, Theorem 5.5.a] (see also [DiSc, Theorem 2.5.3]).

(b) This follows from part (a). □

We now parametrize irreducible modules in Theorem 9.4 by enhanced L-parameters.

Theorem 10.2. There is a canonical bijection

(10.1) Irr - H(s∨, q1/2F ) ∼= Φe(G)
s∨ .

Proof. We need to modify the bijection from [AMS3, Theorem 3.18.a], which only
concerns left modules, and adapt it for irreducible right modules. The equivalence

between Modfl - H(s∨, q1/2F ) and (9.18) established in the proof of Theorem 9.6 works
both for left and for right modules. Hence it suffices to modify [AMS3, Theorem
3.18.a] for

Irr
Z(l∨)

WF
R

- H
(
s∨, φb, log(q

1/2
F )

)
⊂ Mod

fl,Z(l∨)
WF
R

- H
(
s∨, φb, log(q

1/2
F )

)
.
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Then [AMS3, Theorem 3.18] reduces to [AMS3, Theorem 3.8], and the set of en-

hanced Langlands parameters Φe(G)
s∨ reduces to those with cuspidal support in

(L∨,X+
nr(L

∨)(φb, ρb)), denoted Φe(G)
[X+

nr(L
∨)(φb,ρb)].

For any (φ, ρ) ∈ Φe(G)
[X+

nr(L
∨)(φb,ρb)], there is a unique z ∈ X+

nr(L
∨) such that

φ|WF
= zφb|WF

. This z has a unique logarithm

(10.2) tφ := log(z) = log(φ(FrobF )φb(FrobF )
−1) ∈ Z(l∨)WF

R .

Let dφ : sl2(C)→ Lie(G∨) be the tangent map of φ|SL2(C). Write Nφ := dφ(( 0 1
0 0 )).

By [AMS3, Theorem 3.8], we can associate to (φ, ρ) a leftH
(
s∨, φb, log(q

1/2
F )

)
-module

M
(
φ, ρ, log(q

1/2
F )

)
. By [Sol9, Proposition 3.3], it can be expressed as

(10.3) M
(
φ, ρ, log(q

1/2
F )

) ∼= sgn∗MNφ,tφ,− log(qF )/2,ρ,

where sgn denotes the sign automorphism of the algebra H(s∨, φb, r), with an inde-

terminate r instead of log(q
1/2
F ). We will modify this left module in several steps.

By definition, H(s∨, φb, r) = O(Z(l∨)WF ) ⊗ C[Ws∨,φb
, ♮s∨ ] ⊗ C[r] as vector spaces;

moreover, sgn|O(Z(l∨)WF ) = id|O(Z(l∨)WF ), sgn(r) = −r, and sgn(Nw) = sgn(w)Nw

for w ∈ Ws∨,φb
. The sign character of Ws∨,φb

is defined as det |X∗(Z(l∨)WF ), which

extends the sign character of the Weyl group W (Rs∨,φb
). This constitutes a slight

improvement, already used in [Sol10, §6.2], on an alternative sign character from
[AMS2, AMS3, Sol9]. As shown in [Sol10, after (6.16) and §7], this minor modifica-
tion does not affect any of the good properties established in [AMS2, AMS3, Sol9].

By [AMS2, Theorem 3.11] and [AMS3, Theorem 3.6], M
(
φ, ρ, log(q

1/2
F )

)
is the

unique irreducible quotient of the standard module

(10.4) E
(
φ, ρ, log(q

1/2
F )

) ∼= sgn∗ENφ,tφ,− log(qF )/2,ρ.

By [AMS2, Lemma 3.6.a] and [AMS3, (1.17)], we can write

(10.5) E
(
φ, ρ, log(q

1/2
F )

) ∼= Homπ0(Sφ)

(
ρ, sgn∗ENφ,tφ,− log(qF )/2

)
.

Since we have used a sign character different from previous literature, we hereby
specify that we use the right-hand side formulas of (10.3), (10.4) and (10.5) to define
the respective left-hand sides. These are still left modules, to obtain an analogue for
right modules, we recall from [AMS2, (5), (14)] the following canonical isomorphism
for the opposite algebra of H(s∨, φb, r): for f ∈ O(Z(l∨)WF )⊗C[r] and w ∈Ws∨,φb

,

(10.6) H(s∨, φb, r)
op → H(s∨op, φb, r) is given by fNw 7→ N−1

w f.

Here s∨op comes from s∨opL
10 as in Lemma 10.1. Applying the above discussions to

s∨op instead of s∨, we obtain the standard left H(s∨op, φb, r)-module

(10.7)
E
(
φ, ρ∨, log(q

1/2
F )

)
= Homπ0(S

+
φ )

(
ρ∨, sgn∗ENφ,tφ,− log(qF )/2

)
=

(
ρ⊗ sgn∗ENφ,tφ,− log(qF )/2

)π0(S+
φ )
.

It has a unique irreducible quotient M
(
φ, ρ∨, log(q

1/2
F )

)
. Via (10.6), we can also

view E
(
φ, ρ∨, log(q

1/2
F )

)
and M

(
φ, ρ∨, log(q

1/2
F )

)
as right modules for H(s∨, φb, r) or

H
(
s∨, φb, log(q

1/2
F )

)
. To emphasize this point of view, we shall add a superscript op

10This s∨op
L is associated to a rigid inner twist of L, not necessarily to L, but at the moment we

are only working in LG where it does not matter.
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and we replace ρ∨ by ρ (in the notation only, so it remains (10.7) as a vector space).

This procedure does not change the O(Z(l∨)WF )-weights of E
(
φ, ρ∨, log(q

1/2
F )

)
, so

E
(
φ, ρ, log(q

1/2
F )

)op
, M

(
φ, ρ, log(q

1/2
F )

)op ∈ Mod
fl,Z(l∨)

WF
R

- H
(
s∨, φb, log(q

1/2
F )

)
.

By [AMS3, Theorem 3.8], (φ, ρ) 7→M
(
φ, ρ, log(q

1/2
F )

)op
gives the desired bijection

(10.8) Φe(G)
[X+

nr(L
∨)φb,ρb] −→ Irr

Z(l∨)
WF
R

- H
(
s∨, φb, log(q

1/2
F )

)
.

Let Ē(φ, ρ, q
1/2
F )op and M̄(φ, ρ, q

1/2
F )op be the corresponding modules obtained from

the equivalence of (9.18) with Modfl - H(s∨, q1/2F ). Thus by (10.8), we obtain a map

Φe(G)
s∨ → Irr - H(s∨, q1/2F ) given by (φ, ρ) 7−→ M̄(φ, ρ, q

1/2
F )op.(10.9)

Again, by [AMS3, Theorem 3.18.a], (10.9) inherits the bijectivity of (10.8). □

We remark that in (10.7), the second line fits better with the parametrization of
Deligne–Lusztig packets in (2.7). By Theorems 9.4 and 10.2, we obtain bijections

(10.10) Irr(G)s −→ Irr - EndG(Πs) −→ Irr - H(s∨, q1/2F )←− Φe(G)
s∨ .

On the appropriate subsets, we can describe these bijections more precisely using
Propositions 9.1 and 8.8, i.e. we have

(10.11) Irr(G)X+
nr(L)τ

→ IrrX+
nr(L)⊗τ - EndG(Πs)→ IrrtR - H(R̃τ ,Ws,τ , k

τ , ♮τ )→

Irr
Z(l∨)

WF
R

- H
(
s∨, φb, log(q

1/2
F )

)
← IrrX+

nr(L∨) - H(s
∨, q

1/2
F )← Φe(G)

[X+
nr(L

∨)(φb,ρb)].

We abbreviate the bijection between the outer sides of (10.10) or (10.11) as

(10.12) Irr(G)s ←→ Φe(G)
s∨ given by π 7→ (φπ, ρπ) and π(φ, ρ) 7→(φ, ρ).

In the proof of Theorem 10.2, we constructed a standard module

(10.13) Ē(φ, ρ, q
1/2
F )op ∈ Modfl - H(s∨, q1/2F ).

Let πst(φ, ρ) ∈ Rep0fl(G)ns be its image via Theorem 9.4.

Lemma 10.3. In (10.12), the map π 7→ φπ is canonical.

Proof. The remarks after (9.7) and Proposition 9.3 show that the non-canonicity in
the construction of (10.12) comes from four sources:
(i) On the supercuspidal level, i.e. for Irr(L)sL , where the non-canonicity only comes
from the enhancements.
(ii) Choices of systems of positive roots in the construction of the various algebras.
But since all positive systems in a finite root system are associate under the Weyl
group, these choices do not affect the L-parameters up to conjugacy.
(iii) Twisting by characters of Ws,τ that are trivial on the subgroup generated by
the reflections sα where α ∈ Rσ,τ and kτα ̸= 0, as in Proposition 8.8. By (8.55) and
(8.56), this can be translated to a character twist of the twisted group algebra part

of H
(
s∨, φb, log(q

1/2
F )

)
. By the construction of E

(
φ, ρ, log(q

1/2
F )

)
(as in the proof of

Theorem 10.2) and [AMS2, Lemma 3.18], the twisted group algebra in a twisted
graded Hecke algebra only affects the enhancements of the parameters for the irre-
ducible or standard modules. Hence these character twists only affect ρ, not φ.
(iv) Normalizations of the various 2-cocycles. Choices have to be made both on the
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supercuspidal level (see especially Lemmas 4.3 and 4.4) and on the non-supercuspidal
level (namely in Proposition 8.6). Often we do not know a natural choice. For
the same reason as in point (iii), this affects the enhancements ρπ but not the L-
parameters φπ. □

Combining (10.12) over blocks gives the following.

Theorem 10.4. The equivalences (9.22) and (10.1) induce a bijection between

• the set Irr0(G)ns of irreducible depth-zero G-representations with non-singular
cuspidal support; and
• the set Φ0

e(G)ns of depth-zero parameters in Φe(G), whose cuspidal support
is supercuspidal, i.e. trivial on SL2(C).

For any L-parameter φ ∈ Φ(G), the set of non-singular depth-zero representations
in the L-packet Πφ(G) = {π ∈ Irr(G) : φπ = φ} is determined canonically.

Proof. By (8.7), if we take the union over all Bernstein blocks Rep(G)s of the indi-
cated kind, then s∨ runs precisely once through all inertial equivalence classes of the
indicated kind for Φe(G). Hence the union of (10.12) gives the required bijection.
The statement about the L-packets follows from Lemma 10.3. □

Remark 10.5. We warn the reader that, for (φ, ρ) ∈ Φ0
e(G)ns, maybe not all

enhancements ρ′ of φ lead to cuspidal supports that are trivial on SL2(C). Hence the
L-packet Πφ(G) need not consist entirely of non-singular depth-zero representations;
its other members fall outside the scope of this paper.

10.2. Properties.
We now show that our local Langlands correspondence for non-singular depth-zero

representations enjoys several nice properties, including those desired by Borel [Bor,
§10]. Recall from (3.15) that X0(G∨) acts naturally on Φ0

e(G)ns. In the following,
we label the bijection in Theorem 10.4 as

(10.14) Irr0(G)ns ←→ Φ0
e(G)ns

Lemma 10.6. The map (10.14) is equivariant for the canonical actions of X0(G) ∼=
X0(G∨). Similarly, the map (φ, ρ) 7→ πst(φ, ρ) from (10.13) is X0(G)-equivariant.

Proof. By Theorem 9.6, it suffices to prove that the maps

Φ0
e(G)ns →

⊔
s∈B(G)0ns

Repfl - H(s∨, q1/2F )

given by (φ, ρ) 7→ M̄(φ, ρ, q
1/2
F )op and (φ, ρ) 7→ Ē(φ, ρ, q

1/2
F )op are equivariant for the

X0(G∨)-actions from (3.15), (9.36), (9.37). This follows from [Sol6, Lemma 2.2]. □

Cuspidality for enhanced L-parameters was introduced in [AMS1, §6], generalizing
earlier works of Lusztig.

Proposition 10.7. In (10.14), π is supercuspidal if and only if (φπ, ρπ) is cuspidal.
In this case, (10.14) coincides with (8.14) and with [Kal2, Kal3].

Proof. Since π ∈ Rep(G)(P̂f,σ̂)
arises via parabolic induction from Rep(L)(P̂L,f,σ̂)

, we

know that π is supercuspidal if and only if L = G. On the other hand, any (φ, ρ) in
Theorem 10.4 has cuspidal support in Φe(L), for some Levi subgroup L ⊂ G, so it
is cuspidal if and only if L = G.
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Suppose now that L = G. Then H(s∨, q1/2F ) reduces to O(s∨L), while the isomor-
phism of twisted graded Hecke algebras in Proposition 8.8 reduces to

H
(
s∨, φb, log(q

1/2
F )

)
= O

(
Z(l∨)WF

)
−→ H(R̃τ ,Ws,τ , k

τ , ♮τ ) = O(t).
This isomorphism is simply (8.50), which is induced by the tangent map of Irr(L)sL→
Φe(L)

s∨L at τ . By [Sol5, (2.25)], we have EndL(Π
L
s )
∼= O(Xnr(L)) ⋊ C[Xnr(L, τ), ♮τ ].

Consider the sequence from (10.11):

(10.15) Irr(L)X+
nr(L)τ

→ IrrX+
nr(L)⊗τ -EndL(Π

L
s )→ IrrtR-O(t)→

Irr
Z(l∨)

WF
R

-O
(
Z(l∨)WF

)
→ IrrX+

nr(L∨)φb
-O(s∨L)→ Φe(L)

[X+
nr(L

∨)φb,ρb]

We start on the right-hand side with (zφb, ρb) for any z ∈ X+
nr(L

∨) ∼= Xnr(L). Its im-

age in IrrX+
nr(L∨)φb

-O(s∨L) is again (zφb, ρb). In Irr
Z(l∨)

WF
R

-O
(
Z(l∨)WF

) ∼= Z(l∨)WF
R ,

this becomes log(z) and in IrrtR-O(t) ∼= tR, it also maps to log(z). From there to

IrrX+
nr(L)⊗τ -EndL(Π

L
s ) = IrrX+

nr(L)⊗τ -O(Xnr(L))⋊C[Xnr(L, τ), ♮τ ],

we apply [Sol5, (8.1) and Corollary 8.1]. By [Sol5, Lemmas 6.4 and 6.5 and Propo-

sition 7.3], log(z) is mapped to ind
EndL(Π

L
s )

O(Xnr(L))
(z). Since τ is our basepoint, this irre-

ducible module corresponds to z ⊗ τ ∈ Irr(EndL(Π
L
s )) in the notation of (9.4). In

the conventions of Proposition 9.1, the leftmost bijection in (10.15) sends z ⊗ τ to
z ⊗ τ , but now as an element of Irr(L)sL . Thus (10.15) is just z ⊗ τ 7→ (zφb, ρb),
which by Theorem 4.8 agrees with (8.14). □

Let Lev(G) be a set of representatives for the Levi subgroups of G (i.e. the F -
Levi subgroups of G) modulo G-conjugation. Then Lev(G) also represents the G∨-
conjugacy classes of G-relevant L-Levi subgroups of LG by [Sol6, Corollary 1.3].

Lemma 10.8. The cuspidal support maps and (10.14) form a commutative diagram

Irr0(G)ns ←→ Φ0
e(G)ns

↓ Sc ↓ Sc⊔
L∈Lev(G) Irr

0
cusp(L)ns/W (G,L) ←→

⊔
L∈Lev(G)Φ

0
cusp(L)ns/W (G∨, L∨)WF

.

Proof. By Proposition 10.7 and Theorem 4.8, the maps from Theorem 10.4 on the
cuspidal level are equivariant for W (G,L) ∼= W (G∨, L∨)WF . In particular, the
bottom line of the diagram is well-defined and bijective.

Suppose that (φ, ρ) ∈ Φe(G)
s∨ ⊂ Φ0

e(G)ns has cuspidal support (L,φL, ρL). Recall
from [AMS3, Lemma 2.3] that

(10.16) Z
(
H(s∨, q1/2F )

)
= O(s∨L/Ws∨) = O(s∨L)Ws∨ = H(s∨L, q

1/2
F )Ws∨ .

By [AMS3, Theorem 3.18.a], the leftH(s∨op, q1/2F )-moduleM(φ, ρ∨, q
1/2
F ) admits cen-

tral characterWs∨op(φL, ρ
∨). Then the construction ofM(φ, ρ, q

1/2
F )op in the proof of

Theorem 10.2 shows that it admits the same central characterWs∨op(φL, ρ
∨). Chang-

ing the notation from (s∨op, ρ∨) to (s∨, ρ) means that this central character must

now be written as Ws∨(φL, ρL). This and (10.16) imply that M(φ, ρ, q
1/2
F )op is a

constituent of

ind
H(s∨,q

1/2
F )

H(s∨L,q
1/2
F )

(φL, ρL) = ind
H(s∨,q

1/2
F )

H(s∨L,q
1/2
F )

M(φL, ρL, q
1/2
F )op.



NON-SINGULAR DEPTH-ZERO REPRESENTATIONS 79

By the compatibility with parabolic induction in Theorem 9.4, we know that π(φ, ρ)
is a constituent of IGQ π(φL, ρL). By Proposition 10.7, π(φL, ρL) ∈ Irr(L) is super-
cuspidal, thus it represents the cuspidal support of π(φ, ρ). □

In the following, we shall use the notion of temperedness for modules of twisted
graded Hecke algebras as in [Sol5, Definition 9.2].

Lemma 10.9. In (10.14), π ∈ Irr0(G)ns is tempered if and only if φπ ∈ Φ0(G) is
bounded.

Proof. We keep track of what happens to temperedness in (10.11), starting with
π(φ, ρ) ∈ Irr(G)s on the left. By [Sol5, Proposition 9.5.a], π(φ, ρ) is tempered
if and only if M̄(φ, ρ) ∈ IrrtR-H(Rτ ,Ws,τ , k

τ , ♮τ ) is tempered. The isomorphism
from Proposition 8.8 respects the maximal commutative subalgebras and the sets of
positive roots for these twisted graded Hecke algebras, so it preserves temperedness.
By [AMS3, Theorem 3.8.b and 3.18.b], the last two maps in (10.11) match tempered
irreducible modules with bounded enhanced L-parameters. □

Recall that a G-representation is called essentially square-integrable if its restric-
tion to Gder is square-integrable. The corresponding notion for modules of Hecke
algebras is essentially discrete series; see for example [Sol5, Definition 9.2].

Lemma 10.10. In (10.14), π ∈ Irr0(G)ns is essentially square-integrable if and only
if φπ ∈ Φ0(G) is discrete.

Proof. Again we trace through (10.11), starting with π(φ, ρ) ∈ Irr(G)X+
nr(L)τ

. By

[Sol5, Proposition 9.5.b,c], π(φ, ρ) is essentially square-integrable if and only if

(10.17) rk Rσ,τ = rk Σ(G,L),

where Σ(G,L) denotes the set of nonzero weights of the maximal F -split subtorus
of Z◦(L) acting on Lie(G). As with temperedness, the algebra isomorphism from
Proposition 8.8 preserves “essentially discrete series”. Condition (10.17) is equivalent
to the condition that

rk Rσ,τ = dimCXnr(L)− dimCXnr(G) = dim t− rk X∗(Z0(G)),

which is then equivalent to the condition that

(10.18) rk Rs∨,φb
= dimC Z(l

∨)WF − dimC Z(g
∨)WF .

By [AMS3, Lemma 3.7], we can express the right-hand side of (10.18) as dimC(T ),
where T is as in [AMS3, §3.1]. Thus π(φ, ρ) is essentially square-integrable if and

only if M
(
φ, ρ, log(q

1/2
F )

)
∈ Irr-H

(
s∨, φb, log(q

1/2
F )

)
is essentially discrete series and

rk Rs∨,φb
= dimC(T ). By [AMS3, Theorem 3.18.c], the combination of the latter

two conditions is equivalent to the discreteness of φ. □

Recall from [Lan1, Bor] that every φ ∈ Φ(G) canonically determines a character
χφ of Z(G). To better utilize the cuspidal support map for enhanced L-parameters
in the proof of the following Proposition 10.11, we will also need the perspective of
L-parameters as Weil–Deligne morphisms

(10.19) ψ : WF ⋉C→ LG.

More explicitly, given φ : WF × SL2(C)→ LG, we define ψ by

(10.20) ψ(w, z) := φ
(
w,

(
∥w∥1/2 0

0 ∥w∥−1/2

)
( 1 z0 1 )

)
.
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It is well-known that ψ determines φ up to G∨-conjugacy, see for instance [GrRe,
Proposition 2.2].

Proposition 10.11. In (10.14), the central character of π is χφπ .

Proof. Let (φ, ρ) ∈ Φ0
e(G)ns and let (L,φL, ρL) be (a representative of) its cuspidal

support. By Lemma 10.8, π(φL, ρL) ∈ Irr0cusp(L) represents the cuspidal support

of π = π(φ, ρ). Then π(φ, ρ) is a subquotient of IGQ π(φL, ρL); moreover, π(φ, ρ)
and π(φL, ρL) admit the same Z(G)-character, i.e. the restriction to Z(G) of the
Z(L)-character of π(φL, ρL), which by Lemma 4.6 is equal to

(10.21) χφL |Z(G) = θ|Z(G).

The construction of χφ from [Lan1, Bor] is recalled just above Lemma 4.6. Let

G → G̃ be an embedding such that Gder = G̃der and Z(G̃) is connected. Let φ̃ ∈ Φ(G̃)

be a lift of φ. The image φ̃z ∈ φ(Z(G̃)) of φ̃ determines a character χφ̃ of Z(G̃),
and by definition χφ = χφ̃|Z(G).

We now consider ψ as in (10.19). Similarly, we define ψL and ψ̃, in terms of φL
and φ̃. By [AMS1, Definition 7.7 and (108)], ψ|WF

= ψL|WF
, thus ψ and ψL differ

only on the unipotent elements uφ := ψ(1, 1) and uφL := ψL(1, 1). The lift ψ̃ of ψ

gives rise to a lift ψ̃L : WF ⋉C→ LG of ψL, defined by

ψ̃L|WF
= ψ̃|WF

and ψ̃L|C = ψL|C.

The map LG̃→ LZ(G̃) dual to Z(G̃)→ G̃ divides G̃∨
der out, in particular ψ̃(C) and

ψ̃L(C) belong to its kernel. Hence ψ̃z ∈ φ(Z(G̃)) is equal to the image ψ̃L,z of ψ̃L in

φ(Z(G̃)). In other words, ψ̃z and ψ̃L,z determine the same character of Z(G̃).

Consider the maximal torus T̃ = T Z(G̃) of G̃. Since φL and ψL have image

in LT , ψ̃L has image in LT̃ . By the functoriality of the LLC for tori [Yu], ψ̃L
determines a character of T̃ that extends the character θ of T determined by ψL or
φL. Hence the character χφ̃ of Z(G̃) determined by ψ̃z = ψ̃L,z (or equivalently by
φ̃z) extends θ|Z(G)). We conclude that χφ is equal to θ|Z(G), which by (10.21) is also
the Z(G)-character of π(φ, ρ). □

Next we investigate the compatibility between our LLC and parabolic induction.
Let P =MU be a parabolic F -subgroup of G, with unipotent radical U and Levi
factor M. Suppose that φ ∈ Φ0(G) factors through LM . Then we can compare
representations of G and of M associated to enhancements of φ, via normalized
parabolic induction. However, there is an obstruction to doing this nicely, given by
a function ϵ from [Lus4, §1.16] in a setting with graded Hecke algebras. As in the
discussion before [AMS3, Lemma 3.19], ϵ can be interpreted as a function

ϵ(φ, q
1/2
F ) := ϵ(tφ,− log(qF )/2),

where tφ is as in (10.2), computed in a setting from H(s∨, φb, r).

Lemma 10.12. Let (φ, ρM ) ∈ Φ0
e(M)ns and let πM (φ, ρM ) ∈ Irr(M) be its image

under (10.14) for M .

(a) Suppose that ϵ(φ, q
1/2
F ) ̸= 0. There is a canonical isomorphism

IGP π
M,st(φ, ρM ) ∼=

⊕
ρ
HomSM+

φ
(ρ, ρM )⊗ πst(φ, ρ),
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where the sum runs through all ρ ∈ Irr
(
π0(S

+
φ )

)
such that Sc(φ, ρ) and Sc(φ, ρM )

are G∨-conjugate.
The multiplicity of π(φ, ρ) in IGP π

M,st(φ, ρM ) is dimHomSM+
φ

(ρ, ρM ), and

π(φ, ρ) already appears this many times as a quotient of IGP π
M (φ, ρM ).

(b) Suppose that φ is bounded. Then ϵ(φ, q
1/2
F ) ̸= 0, πM (φ, ρM ) = πM,st(φ, ρM ) and

π(φ, ρ) = πst(φ, ρ), thus

IGP π
M (φ, ρM ) ∼=

⊕
ρ
HomSM+

φ
(ρ, ρM )⊗ π(φ, ρ).

Proof. (a) [AMS3, Lemma 3.19] gives this for left H(s∨, q1/2F )-modules, only with

HomSM+
φ

(ρM , ρ) instead of HomSM+
φ

(ρ, ρM ). The constructions in Theorem 10.2

translate this to our right H(s∨, q1/2F )-modules. Then the isomorphism becomes

ind
H(s∨,q

1/2
F )

H(s∨M ,q
1/2
F )

ĒM (φ, ρM , q
1/2
F )op ∼=

⊕
ρ
HomSM+

φ
(ρM∨, ρ∨)⊗ Ē(φ, ρ, q

1/2
F )op

∼=
⊕

ρ
HomSM+

φ
(ρ, ρM )⊗ Ē(φ, ρ, q

1/2
F )op.

Theorem 9.4 allows us to transfer statements from Modfl-H(s∨, q
1/2
F ) to Rep0fl(G)ns.

(b) The boundedness of φ implies that tφ = 0. By [Sol9, Lemma B.3] 11, we
know that ϵ(tφ,− log(qF )/2) ̸= 0. The equalities between irreducible and standard

H(s∨, φb, q
1/2
F )-modules come from [Sol9, Proposition B.4.a], and via Theorem 9.4

they can be carried over to the corresponding results about G-representations. □

Next we verify compatibility of Theorem 10.4 with the Langlands classification
for p-adic groups as in [Kon, Ren]. We briefly recall the statement. For every
π ∈ Irr(G), there exists a triple (P, τ, ν), unique up to G-conjugation, such that:

• P =MU is a parabolic subgroup of G;
• τ ∈ Irr(M) is tempered;
• the unramified character ν ∈ X+

nr(M) is strictly positive with respect to P ;
• π is the unique irreducible quotient of the standard representation IGP (τ⊗ν).

These constructions provide bijections between:

• the set of triples (P, τ, ν) as above, up to G-conjugation,
• the set of standard G-representations, up to isomorphism,
• Irr(G).

Note that in the above setting, π, IGP (τ⊗ν) and τ⊗ν have the same cuspidal support.
Hence π lies in Irr0(G)ns if and only if τ ⊗ ν lie in Irr0(M)ns.

Similarly, there is a Langlands classification for L-parameters in [SiZi]. For every
φ ∈ Φ(G), there exists a parabolic subgroup P = MU of G, such that φ factors
through LM and can be written as φ = zφb, where φb ∈ Φ(M) is bounded and
z ∈ X+

nr(M) is strictly positive with respect to P . This gives a bijection between
Φ(G) and such triples (P,φb, z), up to G∨-conjugacy (see [SiZi, Theorem 4.6]). The
strict positivity of z implies that

(10.22) ZG∨(φ(WF )) = ZM∨(φ(WF )) and S
+
φ = SM+

φ .

For any enhancement ρ ∈ Irr
(
π0(S

+
φ )

)
, the construction of the cuspidal support of

(φ, ρ) reduces to a construction in ZG∨(φ(WF )), with φ|SL2(C) and ρ as input (see

11The element tφ is called σ0 in [Sol9]
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for example [AMS1, §7]). Therefore, (φ, ρ) ∈ Φe(M) has the same cuspidal support
as (φ, ρ) ∈ Φe(G). In particular, (φ, ρ) ∈ Φ0

e(G)ns if and only if (φ, ρ) ∈ Φ0
e(M)ns.

Now, let (φ, ρ) ∈ Φ0
e(G)ns and write φ = zφb ∈ Φ(M) as in [SiZi, Theorem 4.6].

Proposition 10.13. (a) πst(φ, ρ) is isomorphic to IGP π
M (φ, ρ) = IGP

(
z⊗πM (φb, ρ)

)
.

(b) πst(φ, ρ) is a standard G-representation in the sense of Langlands, and π(φ, ρ)
is its unique irreducible quotient.

(c) Every standard representation in Rep0(G)ns arises in this way.

Proof. (a) Since z ∈ (Z(M∨)IF )WF
, we have S+

φ = S+
φb

and ρ can be viewed as an
enhancement of φb ∈ Φ(M). By Lemmas 10.6 and 10.12 (b), we have

πM (φ, ρ) = z ⊗ πM (φb, ρ) = z ⊗ πM,st(φb, ρ) = πM,st(φ, ρ).

By [Sol9, Lemma B.3], ϵ(φ, q
1/2
F ) = ϵ(tφ,− log(qF )/2) is nonzero. By (10.22) and

Lemma 10.12 (a), we have πst(φ, ρ) ∼= IGP π
M (φ, ρ) = IGP π(φ, ρ).

(b) By Lemma 10.9, πM (φb, ρ) ∈ Irr(M) is tempered, and by construction, z ∈
X+
nr(M) is strictly positive with respect to P . Hence πst(φ, ρ) ∼= IGP (z ⊗ πM (φb, ρ))

is a standard G-representation. By [Sol9, Proposition B.4.c], M
(
φ, ρ∨, log(q

1/2
F )

)
is

the unique irreducible quotient of E
(
φ, ρ∨, log(q

1/2
F )

)
, in the category of left modules

for H
(
s∨op, φb, log(q

1/2
F )

)
. By (10.6), (10.7) and (10.9), the same holds for

M(φ, ρ, q
1/2
F )op and E(φ, ρ, q

1/2
F )op ∈ Modfl - H(s∨, q1/2F ).

Then by Theorem 9.4, π(φ, ρ) is the unique irreducible quotient of πst(φ, ρ).
(c) Let IGP (τ ⊗ν) be a standard representation in Rep0(G)ns. Then τ ∈ Irr0(M)ns

is tempered, thus by Lemma 10.9, φτ ∈ Φ(M) is bounded. The strict positivity of
ν agrees with the notion in [SiZi], because the same parabolic subgroup P ⊂ G is
used on both sides. Hence (P,φτ , ν) is a triple as in [SiZi, Theorem 4.6]. By part
(a), we have πst(νφτ , ρτ ) ∼= IGP

(
ν ⊗ π(φτ , ρτ )

)
= IGP (ν ⊗ τ). □

Finally, we deduce a corollary of our results on the p-adic Kazhdan–Lusztig con-
jecture from [Vog, Conjecture 8.11]. It expresses the multiplicity of an irreducible
representation in a standard representation as the multiplicity of a local system in
a perverse sheaf, both arising from enhanced L-parameters.

Corollary 10.14. The p-adic Kazhdan–Lusztig conjecture holds for Rep0(G)ns.

Proof. This follows from Theorems 9.6 and 10.4 in combination with [Sol9, §5] (in
particular the proof of [Sol9, Theorem 5.4]). □

Appendix A. Splittings of some extensions on the p-adic side

In §8.3, we will need generalizations of some results in §2.1. The extensions (2.33),
(2.27) and (2.35) can also be constructed with NG(L) instead of L, giving

1→ T → NG♭(L♭, T ♭)θ,[x] →W (NG♭(L♭), T ♭)(F )θ,[x] → 1,

1→ T → NG(L, jT )θ →W (NG♭(L♭), T ♭)(F )θ,[x] → 1,

1→ T → (T ♭⋊W (NG♭(L♭), T ♭))x(F )θ →W (NG♭(L♭), T ♭)(F )θ,[x] → 1.

(A.1)
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Pushout along θ : T → C× gives extensions containing (2.34), (2.28) and (2.36) resp.

(A.2)

1 → C× → E0,[x]θ,G → W (NG♭(L♭), T ♭)(F )θ,[x] → 1,

1 → C× → E [x]θ,G → W (NG♭(L♭), T ♭)(F )θ,[x] → 1,

1 → C× → E⋊[x]
θ,G → W (NG♭(L♭), T ♭)(F )θ,[x] → 1.

Arguments in [Kal5, §8] are written for extensions of finite groups by tori, they also
apply to (A.1) and (A.2). Thus, similar as in Lemma 2.9, we conclude:

Lemma A.1. In (A.1) and (A.2), the middle extension is the Baer sum of the
other two.

The first extensions in (A.1) and (A.2) have the following analogues without
restricting to the stabilizer of [x] ∈ H1(E ,Z → T ):

1→ T → NG♭(L♭, T ♭)θ →W (NG♭(L♭), T ♭)(F )θ → 1,

1→ C× → E0θ,G →W (NG♭(L♭), T ♭)(F )θ → 1.
(A.3)

We have the following analogue of Proposition 2.10.

Proposition A.2. The extension E0θ,G from (A.3) splits.

Proof. As in Proposition 2.10, it suffices to construct a setwise splitting of (2.38),
which upon pushout along θf : Tf(kF )→ C× becomes a groupwise splitting of

(A.4) 1→ C× → E0θf,G◦
y
→W (NG◦

y
(L◦y), Tf)(kF )θf → 1.

As the notation E0θf,G◦
y
suggests, this extension is the analogue of E0θ,G for the finite

reductive groups G◦y(kF ), L◦y(kF ) and Tf(kF ). By a standard argument analogous
to that in the proof of Proposition 2.10, one reduces further to the cases where G◦y
is simply connected and absolutely simple. From the proof of Proposition 2.10 we
recall the groups Ly,i ⊂ L+y,i and ZG◦

y
(L◦y,der)◦ ⊂ ZG◦

y
(L◦y,der)+, the embedding (2.42)

and the extension

(A.5) 1→ Tf,i(kF )→ NL+
y,i
(Tf,i)(kF )θf →W (L+y,i, Tf,i)(kF )θf → 1,

We write the pushout of the extension (A.5) along θf as

(A.6) 1→ C× → E0
θf,L+

y,i
→W (L+y,i, Tf,i)(kF )θf → 1.

Let W (ZG◦
y
(L◦y,der)+, Z(L◦y)◦)θf be the image of W (NG◦

y
(L◦y), Tf)θf under (2.42) fol-

lowed by projection onto the first factor. Similar to (2.38) and (A.5), we construct
(A.7)
1→ Z(L◦y)◦(kF )→ NZG◦

y
(L◦

y,der)
+(Z(L◦y)◦)(kF )θf →W (ZG◦

y
(L◦y,der)+, Z(L◦y)◦)θf → 1,

whose pushout along θf gives

(A.8) 1→ C× → E0θf,ZG◦
y
(L◦

y,der)
+ →W (ZG◦

y
(L◦y,der)+, Tf,i)(kF )θf → 1.

We claim that it suffices to construct setwise splittings of (A.5) (for each i) and
of (A.7), such that upon pushout along θf they become groupwise splittings of
(A.6) and (A.8). More precisely, in this case θf,i extends to NL+

y,i
(Tf)(kF )θf and

hence to NLy,i⋊Γ(Tf,i)(kF )θf . Doing this for all i gives us an extension of θf from
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(Tf ∩L◦y,der)(kF ) to
∏
i NLy,i⋊Γ(Tf,i)(kF )θf . Similarly, θf,Z := θf|Z(L◦

y)
◦(kF ) extends to

NZG◦
y
(L◦

y,der)⋊Γ(Z(L◦y)◦)(kF )θf . These extensions combine to a character θ+f of

(A.9)
NZG◦

y
(L◦

y,der)⋊Γ(Z(L◦y)◦)(kF )θf ×
∏
i NLy,i⋊Γ(Tf,i)(kF )θf

{(z, z−1) : z ∈ (Z(L◦y)◦ ∩ L◦y,der)(kF )}
,

which extends θf. Since NG◦
y
(L◦y, Tf)(kF )θf embeds in (A.9), we obtain an extension

of θf in (2.38). This gives a groupwise splitting of (A.4) and hence our claim.
By (2.18), W (G◦y , Tf)θf is a semidirect product of a normal subgroup and a com-

plementary part that embeds in X∗(Tf)/ZR(G◦y , Tf). By the simplicity of G◦y , that
complement is cyclic or isomorphic to the Klein four group. The group W (L◦y, Tf)θf
embeds in W (G◦y , Tf)θf . By the non-singularity of θf, we know that W (L◦y, Tf)θf in-
tersects the reflection subgroup of W (G◦y , Tf)θf trivially. Hence

(A.10) W (Ly,i, Tf,i)θf embeds in X∗(Tf)/ZR(G◦y , Tf).

By the simplicity of G◦y , the right hand side of (A.10) is either cyclic or isomorphic
to the Klein four group.

By the classification of irreducible root systems and parabolic subsystems, one de-
duces that each Ly,i is either simple or a direct product of simply connected groups
of type An−1. This leads to three cases of (A.5) and (A.6), treated below.

Case A. Ly,i is a product of d > 1 simple factors Mi of type An−1, permuted
transitively by NG◦

y
(L◦y)(kF )θf ×WF .

All theseMi’s are isomorphic to SLn. Let Frob
d′ be the smallest power of Frob that

stabilizes all the Mi’s (or equivalently one of them). Then Frobd
′
acts on Mi as

raising to the qd
′
F -th power composed with an elliptic element FA of W (An−1) ∼= Sn

(by classification and by the ellipticity of Tf). Every elliptic element of Sn is an n-
cycle, and by adjusting the coordinates inMi

∼= SLn we can achieve that FA ∈ GLn
is the product of the matrix of the permutation (1 2 . . . n) with a scalar matrix.

By (A.10), the group W (Ly,i, Tf,i)θf comes from at most two simple factors Mi

of Ly,i. By the transitive action on the set of simple factors of Ly,i, each such Mi

contributes the same number of elements to W (Ly,i, Tf,i)θf . If Ly,i has two simple
factors which both contribute, then (A.10) is not cyclic, which implies that G◦y has
typeD2n. But in this case, the elements ofW (G◦y , Tf)θf outside its reflection subgroup
do not come from any type-A Levi subgroup of G◦y . Indeed, the Weyl group of a
maximal type-A Levi subgroup of G◦y is S2n, but any expression of an element of
W (G◦y , Tf)θf outside its reflection subgroup contains some of the sign reflections in

W (D2n) ∼= S2n ⋉ {±1}2n. This shows that W (Ly,i, Tf,i)θf is trivial.
Consider two simple factorsM1,M2 of Ly,i. The Dynkin diagram ofM1 ×M2

embeds into a connected type-A sub-diagram J of the Dynkin diagram of G◦y . In
the Weyl group generated by J , we can find an element of NG◦

y
(Ly,i) that exchanges

M1 with M2 and stabilizes the other Mi’s. Hence W (L+y,i, Tf,i)θf surjects onto Sd
(viewed as the permutation group of the set of simple factorsMi).

We take a closer look at the reflections in this Sd. It suffices to consider the trans-
position s12 that exchangesM1 andM2. The Levi subgroup of G◦y generated by J is
simple of type A, and it contains finite covers ofM1 andM2 as Levi subgroups. In
terms of the coordinates ofMi

∼= SLn, s12 is the product of n commuting reflections
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sα, permuted cyclically by FA and each sending one coordinate for M1 to one co-
ordinate forM2. Since sα fixes θf and the two coordinates exchanged by α have no
relations (like they would in SL2), we have ⟨α∨, θf⟩ = 0. Let s̃α be a Tits lift of sα
with respect to some pinning [Tits, §4]. This element is canonical up to the image of
α∨, and ⟨α∨, θf⟩ = 0 implies that s̃α becomes canonical after pushout along θf. Set

s̃
Frobd

′m(α)
:= Frobd

′ms̃αFrob
−d′m and s̃12 :=

∏n−1

m=0
s̃
Frobd

′m(α)
.

Then s̃12 is fixed by Frobd
′
and

(A.11) s̃212 =
∏n−1

m=0
Frobd

′m(α∨(−1)) ∈ ker(θf) ∩ Z(Ly,i)Frob
d′
,

so s̃212 becomes trivial upon pushout along θf. The same construction can be carried
out for any simple reflection si, i+1 in Sd. By the length-multiplicativity of Tits lifts
[Spr, Proposition 9.3.2] these s̃i, i+1 give rise to a map

(A.12) Sd →
(
L+y,i

)Frobd′
,

which by (A.11) yields a homomorphism Sd → E0θf,L+
y,i

.

Recall that d′ is at most the order of the action of Frob on G◦y , so it is at most
3. By the assumptions of case A, every simple factor of Ly,i lies in a Frob-orbit
consisting of precisely d′ many of the Mi’s. The centralizer of Frob in Sd is a
semidirect product of two subgroups:

(i) the normal subgroup N(Sd,Frob) generated by the cycles of Frob,
e.g. ⟨(123), (456)⟩ if Frob acts by (123)(456);

(ii) a subgroup Γ(Sd,Frob) ∼= Sd/d′ that permutes the various Frob-orbits of
Mi’s (where the coordinates of eachMi are ordered in a cycle given by FA),
e.g. (14)(25)(36) if Frob acts by (123)(456).

We order theMi’s so that each Frob-orbit forms one string of consecutive entries.
Then the set of those s̃α (as above) such that sα only permutes one Frob-orbit, can
be constructed in a Frob-equivariant way. This allows us to make the image of
N(Sd,Frob) under (A.12) Frob-invariant.

A transposition h in Γ(Sd,Frob) is formed of a product of d′n commuting reflec-
tions, each of the form FrobmsαFrob

−m = sFrobm(α). Analogous to the construction

of s̃α above, we can construct a Frob-invariant lifting h̃ of h. Using these h̃, we can
make the image of Γ(Sd,Frob) under (A.12) Frob-invariant.

This provides the desired lift of SFrob
d , which gives a splitting of (A.6).

Case B. Ly,i is Frob-stable and W (Ly,i, Tf,i)θf = {1}.
Now W (L+y,i, Tf,i)θf injects into the group of diagram automorphisms of Ly,i. If

W (L+y,i, Tf,i)θf is cyclic, then there exists a splitting of (A.6). This group can only

be non-cyclic if Ly,i has type D4 and W (NG◦
y
(Ly,i), Tf)θf surjects onto the group of

outer automorphisms Out(D4) ∼= S3.

We represent θf,i by an element θ̃f,i of the fundamental alcove for Waff(D4) in

X∗(Tf,i)⊗ZR. Then the stabilizer of θ̃f,i inW (D4)⋊Out(D4) is isomorphic to the sta-

bilizer of θ̃f,i in X
∗(Tf,i)⋊Aut(W (D4)). The aforementioned shape of W (L+y,i, Tf,i)θf

implies that it is generated by elements that stabilize the fundamental alcove. The
regularity of θf,i gives the regularity of θ̃f,i, in the sense that it does not lie on



86 MAARTEN SOLLEVELD AND YUJIE XU

any hyperplane in the affine Coxeter complex. Thus W (L+y,i, Tf,i)θf is isomorphic to

the group Out(D4) of diagram automorphisms, which we view as a subgroup of
W (D4)⋊Out(D4).

Next we show thatW (L+y,i, Tf,i)(kF )θf is cyclic or that (A.6) splits. If Frob acts on

Ly,i by an outer automorphism, then Out(D4)
Frob is cyclic of order 2 or 3. Suppose

Frob acts on Ly,i by an inner automorphism. Its image in W (D4) is elliptic because
Tf,i is elliptic. The elliptic elements in W (D4) ∼= S4 ⋉ {±1}4 are easily classified:

(i) a product of two disjoint 2-cycles in S4 times one sign change in both cycles,
e.g. (12)(34)ϵ1ϵ4,

(ii) a 3-cycle in S4 times two sign changes, of which one outside the 3-cycle, e.g.
(123)ϵ1ϵ4,

(iii) the central element −1 = ϵ1ϵ2ϵ3ϵ4.

Elliptic elements of the first two kinds do not commute with the whole group
Out(D4). For such Frob, W (L+y,i, Tf,i)(kF )θf is a proper subgroup of Out(D4), and

hence cyclic. Suppose that Frob acts via a lift of −1 ∈W (D4) to L+y,i. The character
lattice

X∗(Tf,i) = {x ∈ Z4 : x1 + x2 + x3 + x4 is even}
is spanned by the standard basis {e1 − e2, e2 − e3, e3 − e4, e3 + e4} of the root sys-
tem D4. Here e2 − e3 is the central node in the Dynkin diagram of type D4. The
given Frob-action implies that Tf,i(kF ) is a direct product of 4 copies of the unitary
group U1(kF ), where the cocharacter lattice of each copy is spanned by one of the
simple roots. Accordingly, the character θf,i has four coordinates, each a character of
U1(kF ). Since θf,i is stable under Out(D4), its coordinates associated to the simple
roots e1 − e2, e3 − e4 and e3 + e4 are equal. The cocharacters Z(e2 − e3) are fixed
by Out(D4), so we may ignore them in our analysis. Then we are in a situation like
Case A, with three simply connected groups of type A1 permuted transitively by
W (L+y,i, Tf,i)θf . Same as in Case A, we produce liftings s̃α and s̃12, which combine

to a splitting of (A.5).

Case C. Ly,i is WF -stable and W (Ly,i, Tf,i)θf ̸= {1}.
Cases I–V in the proof of Proposition 2.10 show that

W (L+y,i, Tf,i)θf ∼=W (Ly,i, Tf,i)θf ×N,

where N = {1} unless Lf,i has type Dn (case IV) in which case N may have two

elements. In case IV, the proof of Proposition 2.10 already gives a W (L+y,i, Tf,i)θf-
equivariant splitting on W (Ly,i, Tf,i)(kF )θf in (A.5). It remains to find a splitting for
N , when its kF -points have order two. Since N is cyclic, its generator ϵn can always
be represented by an element of NL+

y,i
(Tf,i)(kF )θf whose order reduces to two upon

pushout along θf.

Now that we have treated the case of (A.5), we next treat (A.7) and (A.8). Since
the Frob-action on Tf came from Aut(L◦y), Frob acts on Z(L◦y) and on ZG◦

y
(L◦y,der)+

just via the automorphism used to define G◦y as a kF -group. In particular, Z(L◦y)◦ is
a maximal, maximally kF -split torus of ZG◦

y
(L◦y,der)◦. Let H be the simply connected

cover of ZG◦
y
(L◦y,der)◦ and set H+ := H ⋊ ΓZ . The Frob-action on ZG◦

y
(L◦y,der)+ lifts

canonically to H+, making it a kF -group. Let TH be the inverse image of Z(L◦y)◦ in
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H. We choose a Frob-stable Borel subgroup B = THUH of H and enhance (TH,B) to
a Frob-stable pinning of H. Without changing the group H+(kF ), we may replace
ΓZ by the isomorphic (Frob-stable) subgroup of Aut(H) that stabilizes the chosen
pinning. Via the canonical mapH → ZG◦

y
(L◦y,der)◦, we may pull back θf to a character

θH of TH. We can obtain (A.8) from the extension

(A.13) 1→ TH(kF )→ NH+(TH)(kF )θH →W (H+, TH)(kF )θH → 1

in two steps, i.e. first we push out along θH to produce the extension

(A.14) 1→ C× → E0θH,H+ →W (H+, TH)(kF )θH → 1,

which we then pull back along

W (ZG◦
y
(L◦y,der)+, Z(L◦y)◦)(kF )θf →W (H+, T H)(kF )θH .

Hence we may replace (A.7) by (A.13), and we need to find a splitting of (A.14).
Note that θH can be an arbitrary character of TH(kF ), the non-singularity of θf for
L◦y does not impose restrictions on θf for Z(L◦y)◦.

By [Kal3, §2.7], the H(kF )-endomorphism algebra of ind
H(kF )
B(kF ) (θH) is the twisted

group algebra C[W (H, TH)(kF )θH , ♮H] associated to the extension E0θH,H. Let ξH :

U(kF ) → C× be a non-degenerate character. By adjointness of parabolic induction
and restriction for finite reductive groups [GeMa, Proposition 3.1.10], we compute

(A.15)
HomU(kF )

(
ξH, ind

H(kF )
B(kF ) (θH)

) ∼= HomH(kF )(ind
H(kF )
U(kF ) (ξH), ind

H(kF )
B(kF ) (θH)

)
∼= HomTH(kF )

(
∗RH

B ind
H(kF )
U(kF ) (ξH), θH

)
.

By [DLM, Theorem 2.9], the right hand side of (A.15) simplifies to

HomTH(kF )

(
ind

TH(kF )
{e} (ξH), θH

) ∼= Hom{e}(ξH, θH) ∼= C.

Therefore, ξH appears in ind
H(kF )
B(kF ) (θH) with multiplicity one. We fix a nonzero vector

vξ ∈ ind
H(kF )
B(kF ) (θH) on which U(kF ) acts via the character ξH. Every element of

EndH(kF )(ind
H(kF )
B(kF ) (θH))

∼= C[W (H, TH)(kF )θH , ♮H]

sends vξ to the ξH-weight space of U(kF ), which is Cvξ. Thus for every w ∈
W (H, TH)(kF )θH , there exists a unique lift w̃ ∈ E0θH,H ⊂ EndH(kF )(ind

H(kF )
B(kF ) (θH))

that fixes vξ. The collection of these w̃ gives a group homomorphism

W (H, TH)(kF )θH → E
0
θH,H ⊂ E

0
θH,H+

that splits a part of (A.14). The only elements of ΓZ that appear in (A.13) are those
that stabilize the orbit W (H, TH)(kF )θH and are fixed by Frob. Therefore, we may
assume without loss of generality that ΓZ = ΓFrob

Z,W (H,TH)(kF )θH
.

Since ΓZ stabilizes the pinning, the Whittaker datum (U(kF ), ξH) can be chosen
so that it is fixed by ΓZ . For example, if the pinning gives isomorphisms Uα ∼= Ga
for simple roots α, defined over a finite field extension k′ of kF , then we can take
ξH((xα)α) = ξ′

(∑
α xα

)
where xα ∈ k′, for a nontrivial additive character ξ′ : k′ →

C×. Then vξ is also an element of γ · indH(kF )
B(kF ) (θH) on which U(kF ) acts by the

character ξH.
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By [Kal3, §2.7], the H+(kF )-endomorphism algebra of πH+ := ind
H+(kF )
B(kF ) (θH) is

isomorphic to the twisted group algebra C[W (H+, TH)(kF )θH , ♮H] associated to the
extension (A.14). Moreover

(A.16) πH+
∼=

⊕
γ∈ΓZ

γ · indH(kF )
B(kF ) (θH) as representations of H(kF ),

where γ ·indH(kF )
B(kF ) (θH) is identified with the subset of πH+ consisting of functions sup-

ported on γH(kF ). Hence the ξH-weight space of U(kF ) in πH+ is
⊕

γ∈ΓZ
πH+(γ)Cvξ.

The elements of E0θH,H+ ⊂ C[W (H+, TH)(kF )θH , ♮H] ∼= EndH+(kF )(πH+) permute

the terms in the decomposition (A.16), according to their images in ΓZ . Take w ∈
W (H+, TH)(kF )θH and write it as w = γw0 with γ ∈ ΓZ and w0 ∈W (H, TH)(kF )θH .
Let w̃ ∈ E0θH,H+ be the unique lift of w that sends vξ ∈ ind

H(kF )
B(kF ) (θH) to vξ as an

element of γ · indH(kF )
B(kF ) (θH) in (A.16). Consider

πH+(γ−1)w̃ ∈ HomH(kF )

(
ind

H(kF )
B(kF ) (θH), γ

−1 · indH(kF )
B(kF ) (θH)

)
.

All maps of this form fix vξ, thus the composition of two such maps also fixes vξ.
This implies that w̃ṽ = w̃v for all w, v ∈ W (H+, TH)(kF )θH , thus providing the
required splitting of (A.14). □

Appendix B. Splittings of some extensions on the Galois side

For applications in §8.3, some parts of §3.2 need to be generalized to larger groups.
In the extensions (3.25), (3.17) and (3.22), we can replace L∨ by NG∨(L∨), giving
(B.1)
1→ T̄∨,+ → (NG∨(L∨, T∨)+)φT ,η →W (NG∨(L∨), T∨)WF

φT ,η
→ 1,

1→ T̄∨,+ → preimage of ZNG∨ (L∨)(φ)η in Ḡ∨ →W (NG∨(L∨), T∨)WF
φT ,η
→ 1,

1→ T̄∨,+ →
(
T̄∨,+ ⋊W (NG∨(L∨), T∨)WF

η

)φT (WF ) →W (NG∨(L∨), T∨)WF
φT ,η
→ 1.

Analogous to (A.1)–(A.2), pushout along η : T̄∨,+ → C× gives three new extensions,
which contain (3.26), (3.18) and (3.22), respectively:

(B.2)

1 → C× → E0,φT
η,G → W (NG∨(L∨), T∨)WF

φT ,η
→ 1,

1 → C× → EφT
η,G → W (NG∨(L∨), T∨)WF

φT ,η
→ 1,

1 → C× → E⋊φT
η,G → W (NG∨(L∨), T∨)WF

φT ,η
→ 1.

As in Lemmas 2.9 and A.1, the proof of Lemma 3.4 only uses [Kal5, §8] and hence
applies to the above extensions as well. Therefore we have the following.

Lemma B.1. In (B.1) and (B.2), the middle extension is the Baer sum of the other

two, in the category of Ñφ,η-groups.

The analogue of Proposition 3.5 for these extensions is the following.

Proposition B.2. The extension E0,φT
η,G splits.

Proof. The first part of the (long) proof consists of several simplifying steps, which
allow us to reduce certain concrete cases to the case of simple groups, which will be
treated by explicit arguments. As at the start of the proof of Proposition 3.5, we
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can reduce to the case where IF acts trivially on G∨, and thus we may replace φ by
the single element φ(ıF ). Since

W (NG∨(L∨), T∨)φT ⊂W (NG∨(L∨), T∨)φ(ıF ),

the required equivariance is automatic once we have constructed a splitting in this
simplified setting.

As before, η factors through (T∨/Z(G∨))WF , and the first extension in (B.1) can
be obtained by push out the following along η
(B.3)

1→ (T∨/Z(G∨))WF→ (NG∨(L∨, T∨)/Z(G∨))WF

φ(ıF ),η→W (NG∨(L∨), T∨)WF

φ(ıF ),η→ 1.

The extension (B.3) is the direct product of analogous extensions for the F -simple
factors of G. Therefore we may assume that G is F -simple and simply connected.

Now G∨ is the direct product of its simple factors, and they are permuted transi-
tively by WF . Hence we can replace G∨ by one of its simple factors and WF by the
subgroup stabilizing that factor, without changing (B.3). This allows us to reduce
further to the cases where G∨ is simple.

By [Ste], similar to the discussion for finite reductive groups near (2.18), we
know that W (G∨, T∨)φ(ıF ) is a semidirect product of a normal subgroup and a
complementary part that embeds into X∗(T

∨)/ZR(G∨, T∨). By the simplicity of
G∨, this complement is either cyclic or isomorphic to the Klein four-group. The
group W (L∨, T∨)φ(ıF ) embeds into W (G∨, T∨)φ(ıF ). By the non-singularity of θf,
W (L∨, T∨)φ(ıF ) intersects the reflection subgroup ofW (G∨, T∨)φ(ıF ) trivially. Hence

(B.4) W (L∨
i , T

∨)φ(ıF ) embeds in X∗(T
∨)/ZR∨(G∨, T∨).

By the simplicity of G∨, the right-hand side of (B.4) is either cyclic or isomorphic
to the Klein four-group. Recall from (3.28) that η factors through (T∨/Z(L∨))WF .
Hence (B.3) can be replaced by
(B.5)

1→ (T∨/Z(L∨))WF→ (NG∨(L∨, T∨)/Z(L∨))WF

φ(ıF ),η→W (NG∨(L∨), T∨)WF

φ(ıF ),η→ 1,

and we need to show that this extension splits upon pushout along η. We decompose

(B.6) X∗(T
∨)⊗Z R = X∗(Z(L

∨)◦)⊗Z R ⊕
⊕

i
X∗(L

∨
i ∩ T∨)⊗Z R,

where L∨
i runs through the W (NG∨(L∨), T∨)WF

φ(ıF ),η × WF -orbits of simple fac-

tors of L∨. Accordingly, the character η decomposes as a product of characters

ηi. Let P denote the image of W (NG∨(L∨), T∨)WF

φ(ıF ),η in the orthogonal group of

X∗(Z(L
∨)◦)⊗Z R, and write T∨

i := T∨ ∩L∨
i . The decomposition (B.6) gives rise to

an embedding of (B.5) in the product of the extensions 1→ 1→ P → P → 1 and

(B.7) 1→ (T∨
i /Z(L

∨
i ))

WF →
(
NG∨(L∨, T∨)

/
ZG∨(L∨

i ) ∩NG∨(L∨, T∨)
)WF

φ(ıF ),ηi

→WWF
i,ηi
→ 1,

where i runs through the same index set as in (B.6), and

Wi :=W (NG∨(L∨), T∨)φ(ıF )/W (ZG∨(L∨
i ) ∩NG∨(L∨), T∨)φ(ıF ).
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It suffices to construct, for each i, a splitting of (B.7) which becomes a group ho-
momorphism upon pushout along ηi:

(B.8) 1→ C× → E0,φT
i,η,G →WWF

i,ηi
→ 1.

Alternatively, we may directly construct a groupwise splitting of (B.8), i.e. in this

case ηi extends to (NG∨(L∨
i , T

∨
i )/Z(L

∨
i ))

WF

φ(ıF ),η, and hence to (NG∨(L∨
i , T

∨
i ))

WF

φ(ıF ),η.

Thus η =
∏
i ηi extends to (NG∨(L∨, T∨))WF

φ(ıF ),η and we are done.

By classification of irreducible root systems and parabolic subsystems, L∨
i /Z(L

∨
i )

is simple or is a product of adjoint groups of type A. This leads to three cases
(A,B,C), treated separately below, in which we construct such a splitting (B.7).

Case A. L∨
i is a product of d > 1 type An−1 simple factorsMi, which are permuted

transitively by NG∨(L∨)WF

φ(ıF ) ×WF .

AllMi’s are isomorphic to PGLn(C). Recall that theWF -action is given via elements

of NL∨(T∨) ⋊ WF and that IF acts trivially. Let Frobd
′
F be the smallest power of

FrobF that stabilizes any (or equivalently all) of the Mi’s. Then Frobd
′
F acts as

an elliptic element FA on each Mi. Every elliptic element in Sn is an n-cycle. By
adjusting the coordinates in each Mi

∼= PGLn(C), we can make FA the product of
the matrix of permutation (1 2 . . . n) with a scalar matrix.

By (B.4), the group W (L∨
i , T

∨
i )φ(ıF ) arises from at most two simple factors Mi

of L∨
i . By the transitive action on the set of simple factors of L∨

i , each such Mi

contributes the same number of elements to W (L∨
i , T

∨
i )φ(ıF ). If L

∨
i has two simple

factors that both contribute, then (B.4) is not cyclic, thus G∨ has type D2n. But in
this case, the elements ofW (G∨, T∨)φ(ıF ) modulo its reflection subgroup do not come
from any type-A Levi subgroup of G∨. More precisely, when one expresses elements
of W (G∨, T∨)φ(ıF ) outside its reflection subgroup in terms of simple reflections, one

must use some of the sign reflections in W (D2n) ∼= S2n ⋉ {±1}2n. However, the
Weyl group of a maximal type-A Levi subgroup of G∨ is S2n. This shows that
W (L∨

i , T
∨
i )φ(ıF ) is trivial.

Consider two simple factors M1,M2 of L∨
i . The Dynkin diagram of M1 × M2

embeds into a connected type-A subdiagram J of the Dynkin diagram of G∨. In the
Weyl group generated by J , we can find an element of NG∨(L∨) that exchanges M1

andM2 and stabilizes the otherMi’s. Hence W (NG∨(L∨), T∨)φ(ıF ) surjects onto Sd,
the latter viewed as the permutation group on the set of simple factors Mi. We now
take a closer look at the reflections in this Sd. It suffices to consider the transposition
s12 that exchanges M1 and M2. The Levi subgroup of G∨ generated by J is simple
of type A, and it contains finite covers of M1 and M2 as Levi subgroups. In terms of
the coordinates of Mi

∼= PGLn(C), s12 is the product of n commuting reflections sα,
permuted cyclically by FA and each sending one coordinate forM1 to one coordinate
forM2. Since sα fixes φ(ıF ) and the two coordinates exchanged by α have no relations
(like they would in PGL2(C)), we have α∨(φ(ıF )) = 1 and α∨(C×) ⊂ ZG∨(φ(ıF )).
Let s̃α be a Tits lift of sα with respect to some pinning [Tits]. We set

s̃Fm
A (α) := FmA s̃αF

−m
A and s̃12 :=

∏n−1

m=0
s̃Fm

A (α).

Then s̃12 is fixed by FA and

s̃212 =
∏n−1

m=0
(FmA α)

∨(−1) ∈ Z(L∨)FA .
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The same construction can be carried out for any simple reflection si,i+1 in Sd. By
the length multiplicativity of Tits lifts [Spr, Proposition 9.3.2], this extends to a
group homomorphism

(B.9) Sd →
(
NG∨(L∨, T∨)/ZG∨(L∨

i )
)FA .

Recall that FA = Frobd
′
F for some d′ ≥ 1. This d′ is at most the order of the action of

FrobF on G∨, thus it is at most 3. By the assumptions in case A, every simple factor
of L∨

i lies in a FrobF -orbit consisting of precisely d′ of the Mi’s. The centralizer of
FrobF in Sd is a semidirect product of two subgroups:

(i) the normal subgroup N(Sd,FrobF ) generated by the cycles of FrobF , and
(ii) a subgroup Γ(Sd,FrobF ) ∼= Sd/d′ that permutes the various FrobF -orbits of

Mi’s (where the coordinates of each Mi are ordered in a cycle given by FA).

We order the Mi’s so that each FrobF -orbit forms one string of consecutive en-
tries. Then the set of those s̃α (as above) such that sα only permutes one FrobF -
orbit, can be constructed in a FrobF -equivariant way. This allows us to make the
image of N(Sd,FrobF ) under (B.9) FrobF -invariant.

A transposition γ in Γ(Sd,FrobF ) is given by a product of d′n commuting reflec-
tions, each of the form FrobmF sαFrob

−m
F = sFrobmF (α). Analogous to the construction

of s̃α above, we can construct a FrobF -invariant lifting γ̃ of γ. Using these γ̃, we
can make the image of Γ(Sd,FrobF ) under (B.9) FrobF -invariant. This provides the

desired lift of SFrobF
d , which gives a desired splitting of (B.7).

Case B. L∨
i is WF -stable and W (L∨

i , T
∨
i )φ(ıF ) = {1}.

Wi injects into the group of diagram automorphisms of L∨
i . If Wi is cyclic, then

there exists a splitting of (B.8) along ηi; and Wi can only be non-cyclic if L∨
i has

type D4 and W (NG∨(L∨), T∨)φ(ıF ) surjects onto the group of outer automorphisms
Out(D4) ∼= S3.

We represent φ(ıF ) by an element φa of the fundamental alcove for Waff(D4) in
X∗(T

∨) ⊗Z R. Then the stabilizer of φ(ıF ) in W (D4) ⋊ Out(D4) is isomorphic to
the stabilizer of φa in X∗(T

∨) ⋊ Aut(W (D4)). The structure of Wi implies that it
is generated by elements that stabilize the fundamental alcove. The regularity of θf
gives the regularity of φa, in the sense that it does not lie on any hyperplane of the
affine Coxeter complex. Thus Wi is isomorphic to the group Out(D4) of diagram
automorphisms, which we view as a subgroup of W (D4)⋊Out(D4).

We next show that WFrobF
i is cyclic or that (B.8) splits. If FrobF acts on L∨

i by

an outer automorphism, then Out (D4)
FrobF is cyclic of order 2 or 3. Since FrobF

acts on L∨ by an inner automorphism, its image in W (D4) is elliptic because T∨ is
elliptic. The elliptic elements in W (D4) ∼= S4 ⋉ {±1}4 are easily classified:

(i) a product of two disjoint 2-cycles in S4 times one sign change in both cycles,
e.g. (12)(34)ϵ1ϵ4;

(ii) a 3-cycle in S4 times two sign changes, of which one outside the 3-cycle, e.g.
(123)ϵ1ϵ4;

(iii) the central element −1 = ϵ1ϵ2ϵ3ϵ4.

Elliptic elements of the first two kinds do not commute with the whole group

Out(D4). For such FrobF ,W
FrobF
i is a proper subgroup of Out(D4) and hence cyclic.

Suppose now that FrobF acts via a lift of −1 ∈W (D4) to NL∨(T∨). In this case,

we need to use ηi. The group T∨,FrobF
i consists of the elements of order ≤ 2 in T∨

i .
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Since we divided out Z(L∨), we may take L∨
i = PSO8(C) with T∨

i being the maximal
torus on the diagonal, i.e.

T∨
i = {diag(t1, t2, t3, t4, t−1

4 , t−1
3 , t−1

2 , t−1
1 ) : ti ∈ C×}.

We write an arbitrary t ∈ T∨
i as t = (t1, t2, t3, t4). In this notation, T∨,FrobF

i
∼= {±1}4

is generated by

(−1, 1, 1, 1), (1,−1, 1, 1), (1, 1,−1, 1), (1, 1, 1,−1) and (
√
−1,
√
−1,
√
−1,
√
−1).

The element ϵ4 ∈ Out(D4) stabilizes the character ηi of T
∨,FrobF
i if and only if

ηi
(
ϵ4(
√
−1,
√
−1,
√
−1,
√
−1)

)
= ηi(

√
−1,
√
−1,
√
−1,−

√
−1)

= ηi(
√
−1,
√
−1,
√
−1,
√
−1) ηi(1, 1, 1,−1)

equals ηi(
√
−1,
√
−1,
√
−1,
√
−1), or equivalently ηi(1, 1, 1,−1) = 1. The element ϵ4

can be lifted to an element of the subgroup of PO8(C) that changes only the fourth
and fifth coordinates (corresponding to only the fourth coordinate of T∨

i ). Since
−1 ∈W (D4) acts on the coordinates of T∨

i separately, this lift of ϵ4 can be adjusted
by some element (1, 1, 1, t4) ∈ T∨

i to make it into a FrobF -invariant lift, say a4. Then

a24 ∈ {(1, 1, 1, t4) : t4 ∈ C×}FrobF = ⟨(1, 1, 1,−1)⟩ ⊂ ker ηi.

By construction, a4 is canonical up to {(1, 1, 1, t4) : t4 ∈ C×}FrobF , thus upon
pushout along ηi it becomes unique. Via conjugation by order 3 elements of Out(D4),
we also obtain canonical lifts of the other order 2 elements of Out(D4). By their
canonicity, these lifts combine to a splitting of (B.8).

Case C. L∨
i is WF -stable and W (L∨

i , T
∨
i )φ(ıF ) ̸= {1}.

Cases I–V in the proof of Proposition 2.10 show that

Wi
∼=W (L∨

i , T
∨
i )φ(ıF ) ×N,

where N = {1} unless L∨
i has type Dn (case IV), in which case N may have two

elements. In case IV, the proof of Proposition 2.10 provides aW (NG∨(L∨), T∨)φ(ıF )-
equivariant splitting on W (L∨

i , T
∨ ∩ L∨

i )φ(ıF ) in (B.8). It remains to construct a
splitting for N , which has order two. Since it is cyclic, its generator ϵn can be
represented by an element of(

NG∨(L∨, T∨)
/
ZG∨(L∨

i ) ∩NG∨(L∨, T∨)
)WF

φ(ıF )
,

whose order reduces to two upon pushout along η. □

Index of notations

♮s∨ §8.1, p. 56
♮τ §8.3, p. 62
AS §5, p. 34
B(L, F ) §2, p. 8
B(Lad, F ) §2, p. 7
Can(U) §7.1, p. 48
CW (J, σ̂) §7.1, p. 48
Γσ̂ §7.2, p. 51
Γσ̂,τ §7.2, p. 52
Γs∨ §8.1, p. 56

Γs∨,φb
§8.3, p. 64

D §5, p. 34
∆aff §5, p. 34
∆f,aff §5, p. 35
η §3.2, p. 24
EφT
η §3.2, p. 24
E⋊φT
η §3.2, p. 25
E0θ §2.1, p. 16
E [x]θ §2.1, p. 15



NON-SINGULAR DEPTH-ZERO REPRESENTATIONS 93

E⋉[x]
θ §2.1, p. 16
E0θ,G §A, p. 83
F §2, p. 7
Fs §2, p. 13
f §2, p. 8
fL §2, p. 8
Frob §2, p. 13
FrobF §3.1, p. 21
G §2, p. 7
G §2, p. 7
G♭ §2.1, p. 15
G1 §7.1, p. 46
G∨ §3.1, p. 21
Gα §6, p. 44
Gder §2.1, p. 17
Gf §2, p. 8
Gf §2, p. 8
Gf,0+ §2, p. 8
Gf,σ §5, p. 36
G◦f (kF ) §2, p. 8
G◦fα(kF ) §6, p. 38
Gσ §6, p. 42
Gsc §2.1, p. 17
G2
τ §7.1, p. 47

G3
τ §7.1, p. 47
G◦y §2, p. 13
H(G,Pf, σ) §6, p. 37
H(G, P̂f, σ̂)

◦ §7.2, p. 50
H(R̃τ ,Ws,τ , k

τ , ♮τ ) §8.3, p. 64
H
(
s∨, φb, log(q

1/2
F )

)
§8.3, p. 64

H(s∨, q1/2F ) §8.1, p. 54
H(s∨, q1/2F )◦ §8.1, p. 56
θ §2, p. 8
θf §2, p. 8
ıF §3.2, p. 26
IF §3.1, p. 21
Irr(E [x]θ , id) §2.1, p. 15
Irr(G)s §8.1, p. 56
Irr(L) §2, p. 9
Irr0(L) §2, p. 9
Irr(NL(T )θ, θ) §2, p. 9
Irr(S+

φ , η) §3.2, p. 24
J §5, p. 34
j §2.1, p. 14
j0 §2.1, p. 14
kF §2, p. 7

κL,ϵ(T,θ) §2, p. 10

κL,ϵT,θ,ρ §2, p. 10
L §2, p. 7
L♭ §2.1, p. 14
l∨ §8.3, p. 64
Lα §6, p. 39
Lad §2, p. 7
LG = LG §3.1, p. 21
Lj §3.1, p. 22
LT §3.1, p. 22
Ly,i §2.1, p. 18
L+y,i §2.1, p. 18
Mod - H(G, P̂f, σ̂) §7, p. 45
Modfl - H(G, P̂f, σ̂) §7.1, p. 49
NG(L, T ) §2, p. 10
Nφ §10.1, p. 75
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